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Abstract. Sustainable data management is fundamental to efficient and successful scientific

research. The FAIR principles (Findable, Accessible, Interoperable and Reusable) have been

proven to be successful guidelines to enable comprehensible analysis, discovery and re-use.

Although the topic has recently gained increasing awareness in both academia and industry,

the engineering sciences in particular are lagging behind in managing the valuable asset of

data. While large collaborations and research facilities have already implemented metadata

strategies, smaller research groups and institutes are often missing a common strategy

due to heterogeneous and rapidly changing environments as well as missing capacity or

expertise. This paper presents an open-source package, called h5RDMtoolbox, written in

Python helping to quickly implement and maintain FAIR research data management along

the entire data lifecycle using HDF5 as the core file format. One of the key features of the

toolbox is the flexible, high-level implementation of metadata standards, adaptable to the

changing requirements of projects, collaborations and environments, such as experimental

or computational setups. Implementation of existing schemas such as EngMeta or the

cf-conventions are possible and intended use-cases. Other benefits of the toolbox include a

simplified interface to the data and database solutions to query metadata stored in HDF5

files.

1 Introduction1

Sustainable data management is fundamental in today’s data-driven world for several reasons.2

The amount of acquired data storage capacity has long ceased to be the limiting factor, while the3

computing power has increased greatly [1]. However, it is the ability to share data rather than4

generate it that defines success [2]. Furthermore, interdisciplinary and international collaborations5

have become essential in scientific research, and the main means of communication is based on6

digital documents [3]. A bottleneck in data exploration and processing, and therefore the general7

re-usability, is often the lack of auxiliary data (metadata). As a consequence, much time is spent8

on recovering missing information. In some cases, this may require to re-conduct simulations9

and experiments. Effective data management practices hence hold the potential of saving time10

and money as well as increasing the value of data at the same time.11

Introducing a new data management concept, however, is challenging: Different priorities,12
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expectations and existing practices, as well as a lack of expertise or a clear understanding of the13

benefits, collide and may impede the efforts. Large and interdisciplinary collaborations depend14

on standards being used efficiently. Small research groups and PhD projects, however, are15

challenged by heterogeneous file formats, individual software solutions, personal preferences for16

storage and tools, and established structures [4]. They often do not have the time and resources17

to develop and implement an overarching data management approach that is fit for purpose and18

sustainable. The issue calls for flexible and practical metadata concepts that follow the basic19

requirements of the community, but take into account the needs of the specific project or research20

topic, too.21

Although the implementation of a common management system is beneficial in the long term,22

both financially [5] and in terms of efficiency, it disrupts structures and requires time, resources23

and cultural change. In academia, high staff turnover is an additional barrier, making it difficult24

to establish sustainable solutions. The decay of value develops as projects progress, ultimately25

finish and contracts expire. Consequently, the value of data will diminish over time. This issue26

is discussed in more detail in [6], [7]. In addition, a value decay can also be observed with27

increasing distance from the source of the data. The further away and therefore less involved28

a potential data user is, the more information may be missing, either due to restricted access29

or limited personal connections. Ensuring that data is preserved and being interpretable at all30

times can be achieved by adhering to the so-called FAIR principles, which stand for Findable,31

Accessible, Interoperable and Reusable and were first introduced in 2016 by [8]. Since their32

publication, the principles have become the cornerstones of many scientific communities and33

help to establish a sustainable data management [9]. Structured, highly descriptive information34

about data, known as metadata, is an integral part of it. Metadata provides context about its35

creation, purpose, use, processing history and the meaning of datasets. Consequently, it enables36

data to be discoverable, interoperable and reusable.37

In recent decades, there has been a growing awareness of the importance of sustainable data38

management. As a ”key component of open science” [3], [10] it has now become a requirement39

for funding and is also enforced by research journals [10]. Associations such as the National40

Research Data Infrastructure (NFDI) [11] in Germany or the European Open Science Cloud41

(EOSC) [12] are examples of organizational supporters for this trend. They provide trainings42

and concepts to support the FAIR, so-called, lifecycle of research data.43

This work is a contribution to assist small collaborative groups or communities and doctoral44

researchers with achieving a FAIR research data lifecycle. The design concept and methodology45

are outlined in this paper and practical examples are given. Furthermore, the extensive online46

documentation [13] based on Jupyter Notebooks [14] provide more details and further examples47

for immediate usage.48

2 The research data lifecycle49

The different phases data run through, are described in the lifecycle of (research) data. There50

are several versions to lay out the lifecycle, each emphasizing different aspects depending on51

the research question or context. In this work, the cycle is broken down into five phases (cf.52

Figure 1). They serve to outline and contextualize the concept and features of the toolbox.53
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Figure 1: Illustration of the lifecycle of research data. Each phase is supported by the

h5RDMtoolbox. It starts by selecting a file format and a metadata concept (1) and performing

quality assurance measures during the selection and processing phase (2). Data is analyzed

effectively for scientific output in the next step (3). After publication, the availability of the data should

be ensured (4). (Meta)data quality finally is defined by its findability and consequently its re-usable

(5) for additional analysis at later time. The respective tools and solutions provided by the toolbox

and explained in this word are indicated by keywords around the lifecycle.

In the planning phase (1), a data management plan is written, stating concepts to handle data54

during and after the project. This includes the identification of relevant data to be collected, as55

well as a metadata strategy (e.g.selecting existing, adjust or define standards). The plan describes56

not only the concept and measures of handling data during, but also after the project (data57

archiving and publication). One important aspect is the agreement on one or multiple file formats.58

It has a significant impact on the realization of a FAIR data cycle as a whole. Many properties59

must be considered, such as public availability, software requirements, licenses, interoperability,60

handling, community acceptance and maturity of the file format. The data structure given by61

the collected data, e.g. the computational or experimental layout and properties used, will also62

influence the choice. The source output files can be very heterogeneous and may range from63

simple text-based files to structured or proprietary formats and need to be harmonized.64

In the second phase, data is collected (2), e.g. experiments are carried out or simulations are65

conducted. Relevant metadata about the data is collected, including secondary information such66

as used instruments and software version. The collection phase further involves the mapping67

and conversion into the final file format in order to be compliant with a selected standard.68

In the analysis phase (3), the data are studied and used for the first time for the purpose of69

scientific output. Data processing, such as statistical analysis or the calculation of derived70

variables and visualization, are the means to present the results of the research.71

In the fourth phase, data is preserved and shared (4). Especially the metadata quality should72

be checked, and further information added, which is needed for the deposit in suitable data73
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repositories. The datasets need to be assigned with persistent identifiers such as Digital Object74

Identifiers (DOIs) for example, licensing information and more. Depending on the kind of data75

and its confidentiality, data kept locally or is made publicly available with or without access76

restrictions.77

The final phase (5) re-uses the data after publication. This is generally at a later point in time to78

generate new scientific insights through further analysis or to provide input for the planning of a79

new project.80

3 Methodology and Concept of the toolbox81

The primary objective of the toolbox is to provide comprehensive support to small collaborative82

groups or communities and doctoral researchers throughout the lifecycle of their data. A key as-83

pect is the flexible implementation of metadata standards without imposing too much complexity84

but meeting the FAIR principles. The toolbox achieves this through three design principles:85

1. Relevant programming language: The programming language has important influence86

on the usability and acceptance of this toolbox and data handling in general. Python is87

selected for this reason. It is the most popular and widely used language in the scientific88

community. The high relevance of Python in the field allows the toolbox to address as89

many users as possible.90

2. One core file format: The Hierarchical Data Format (HDF5) [15] is chosen as the core and91

general purpose file format. It is suitable for most scientific and engineering data sources92

and allows metadata to be stored with the raw data, making it a self-explanatory data store.93

The file format is open-source, well-supported by the HDF5 Group [15] and has a proven94

track record in many disciplines. The choice of a single file format around which to build95

a management toolbox is therefore by no means a limitation. With user-friendliness and96

acceptance in mind, the toolbox requires a high-level interface to HDF5, extending the97

commonly used Python package h5py [16].98

3. Flexible Metadata Standardization: The ability to store metadata alongside raw data99

requires its standardization (convention) to achieve discoverability. The definition of100

standard attributes, as introduced by the toolbox, is simple and flexible. The convention101

can be written into the file itself and provides feedback to the user about the correctness of102

the file with respect to the metadata description.103

The chosen core file format HDF5 is widely used in science and management concepts exists.104

However, they are often very specialized for a specific application, e.g. [17]–[19] or [20], or only105

focus on partial aspects of the lifecycle, like database solutions [1], [21]. The presented toolbox106

therefore aims at practicality and a general approach in order to be applicable to a wide range of107

applications. Conversely, the management concepts cited should, in principle, be transferable to108

the approach presented here.109
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3.1 Planning110

Aiming to simplify workflows and file handling, the concept presented is based on a single file111

format, namely the Hierarchical Data Format (HDF5). The choice of file format is not limiting112

in any way: HDF5 finds application in numerous scientific disciplines. It allows efficient storing113

of large multidimensional datasets together with metadata independent of the storage media,114

programming environment or operating system. The hierarchical structure of group and dataset115

objects (cf. Figure 2) resembles most engineering data, such as numerical experimental studies,116

for instance. Attributes (key-value pairs) are means to store metadata and can be assigned to117

each object. The HDF5 file format is therefore regarded as self-explanatory. It will fit most118

engineering data and proofs to be suitable to harmonize heterogeneous source data. An in-depth119

presentation of the file format can be found in [22]. A review of other file formats is beyond the120

scope of this work and literature should be referred to, for example [7], [23], [24].121

Figure 2: Illustration of the hierarchical structure of an HDF file. The internal file structure is

organized like a file storage system, where folders are represented by the HDF group objects and

files by HDF dataset objects. Both objects can be associated with attributes, which provide the

metadata in order to make the objects interpretable.

Despite all the advantages of the file format, the organization of data management around HDF5122

is left to the user [25]. This means that the choice of attribute names and values is not regulated by123

any standard. Findability, effective re-usability and automatic analysis, however, are dependent124

on standardization [26].125

It is imperative to establish a standardized interface that includes a rigorous validation process126

to ensure accurate linkage of metadata to datasets. It is also important to give priority to ease-127

of-use and practicability, acknowledging that sustainable data management involves certain128

obligations, but does not overburden individual researchers. Achieving this balance is critical129

because researchers often prioritize their scientific output over long-term preservation, reusability130

and adherence to standards. This oversight can hinder the potential for future re-evaluation of131

data and the exploration of new research questions.132

The package h5RDMtoolbox introduces so-called ”standard attributes” to regulate the obligatory133

or optional usage for datasets or groups. These objects can simply be defined in a YAML134

file. A collection of standard attributes is called ”convention” and is defined by a governance135

(stakeholders, a community, a project or a research group). It is then published to all collaborators.136

Currently, the Python package supports publication of conventions in Zenodo repositories, which137

will give them persistent identifiers, in this case a DOI. The layout of a convention YAML file138

is shown in Figure 3 and an example of such a convention can be found here: [27]. First, the139
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name of the convention and contact information of its creator is given at the beginning. Then,140

the standard attributes are listed with their properties. In the example in Figure 3 ”comment”,141

”contact_id” and ”data_type” are defined. Controlled via ”target_method” and ”default_value”,142

the attribute ”comment” is optional during dataset creation and the ”contact_id” is obligatory143

during the file creation. The default value for the ”data_type” is not given, which makes it an144

optional attribute by default. The values of all defined standard attributes will get checked by145

a validator. The creator of the convention may choose between built-in validators (e.g. ”$str”,146

”$orcid”) or define own validators, like ”$dataSourceType” in the given example.147

Built-in validator

by h5RDMtoolbox

Local definition of

the validator.

__name__: ProjectX-convention

__institution__: 001G000001e5aUTIAY

__contact__: 0000-0001-8729-0482

contact_id:

example/convention.yaml

General information

description: Comment to a dataset

target_method: create_dataset

validator: $str

default_value: $NONE

$dataSourceTypes:

data_type:

description: Type of data in file.

target_method: __init__

validator: $dataSourceTypes

comment:

description: Person to contact for questions.

target_method: __init__

validator: $orcid

default_value: $EMPTY

- numerical

- experimental

No default value specified

The attribute is mandatory

Default value is None.

The attribute is optional.

Figure 3: Example of a convention YAML file. First, general information is provided before the

standard attributes and user-defined validators are documented.

The code snippet below shows, how a convention is read in for the first time and how it is148

enabled to be effected during following interaction with HDF5 files. Concrete and more complex149

examples can be found in the documentation [13].150

1 import h5rdmtoolbox as h5tbx151

2 # read the convention from file:152

3 cv = h5tbx.conventions.from_yaml(my_convention.yaml)153

4 # enable the convention154

5 h5tbx.use(cv)155
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3.2 Collecting156

In the collection phase, data is written to files. Depending on the use case and the origin of157

the data, files created by other software may need to be converted to HDF5. This step benefits158

greatly from the previously defined standard attributes and their validators, as shown in Figure 4.159

The convention is downloaded from the shared repository based on the DOI (get) and guides160

the user or software to generate the final HDF5 file (convert). The validators that are associated161

with the respective standard attributes will provide feedback to the conversion process by raising162

an error in the case of invalid metadata (reject). As use-cases and specific metadata may have163

been overlooked during design, missing or incorrect standard attributes should be reported to164

stakeholders at this stage. If the conversion is successful, the file can be used in subsequent165

lifecycle phases (analyzing, ...).166

convert

getreport

reject

analyzing, ...

data generation

create, manage &

convention

stakeholders publish

planning

collecting

hdf5

Validator

Figure 4: Workflow of collecting and converting the source data. The convention validates the

created HDF5 files and serves as a feedback loop to the file creators or the software developers

writing the conversion scripts. Only validated files can be further processed or published.

3.3 Analyzing167

As pointed out previously, one reason, why HDF5 is selected is because it fits the multidimen-168

sionality of many scientific and engineering data. This means, that data is a function of other169

datasets, e.g. spatial and/or temporal coordinates. Fluid data is one such popular example. The170

data model of HDF5 allows associating the dimensions of a dataset array with other datasets171

in the file. Figure 5 illustrates this for the example of a three-dimensional dataset called ”data”172

with its dimensions ”x”, ”y” and ”time”.173

In Python, a common interface is provided by the package h5py. It returns datasets as numpy174

arrays, which contain the raw values only [28]. However, this does not resemble the full175

information stored in the file, as the associated metadata is missing. The user must request the176

attribute data separately. The h5RDMtoolbox therefore uses the package xarray [29] instead. It177

allows associating data to the dimensions (called ”coordinates” in xarray syntax) of the array178

and supports usage of attributes, too. It hence resembles the HDF5 data model very closely.179

Using the package xarray to provide richly described data has three main benefits, which are180

also illustrated in Figure 5:181
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Figure 5: The h5RDMtoolbx makes use of the xarray features. Instead of numpy arrays,

xarray.DataArray objects are returned, which allow carrying the dimension references and attributes

and results in comprehensive data processing and visualization.

1. The h5RDMtoolbox manages the construction of the return type and therefore only one182

line of code is needed to obtain the xarray object.183

2. The attributes become available automatically to the user when data is read from the file.184

This makes the array and its processing comprehensible and less error-prone.185

3. Further processing can make use of the beneficial features of the xarray package, like data186

selection based on the dimensions/coordinate names and plotting features, which include187

metadata.188

The code below demonstrates the workflow as illustrated in Figure 5. A subset of the dataset189

”data” is selected based on the coordinates. The return value is a xarray.DataArray on which the190

rolling mean is computed. The result is finally plotted on the screen. With only a few lines of191

code, the user obtains quick insight into the dataset while maintaining comprehensibility.192

1 import h5rdmtoolbox as h5tbx193

2 with h5tbx.File(filename) as h5:194

3 # select and read selected data and store in variable:195

4 d = h5['data'].sel(x=4.3, y=0.2, method='nearest')196

5197

6 # process (compute rolling mean over time with window size 3):198

7 drm = d.rolling(time=3).mean()199

8200

9 # visualize the result:201

10 drm.plot()202

Although associating metadata with raw data is clearly beneficial, the file content can quickly203

get overwhelming. Third party software exist in the form of graphical user interfaces, however,204

this breaks the workflow. A better solution is to directly display the HDF5 file content. For205

this reason, h5RDMtoolbox allows printing the file content in a comprehensive way. This is206

especially useful when working with interactive Notebooks. The representation style is adopted207

from the one xarray uses. Figure 6 shows both, the interactive representations of h5RDMtoolbox208

and xarray.209

ing.grid, 2023 8



SOFTWARE DESCRIPTOR FAIR HDF5-based Data Management

Figure 6: Screenshot of the HDF5 file content representation in a Jupyter Notebook through

h5RDMtoolbox (upper left) and data array representation by package xarray (lower right). The

content can be explored by navigating through the groups, datasets and attributes respectively.

3.4 Sharing and re-using210

How data is shared depends on the scope and restrictions of the work. Most use-cases will, at211

least for some time, store data locally for internal use or later upload to a data repository. The212

toolbox supports two ways of sharing and re-using by means of databases:213

1. Using HDF5 as a database inside a file system.214

2. Mapping HDF5 to the NoSQL database MongoDB [30].215

file system

map

metad
ata

query
sequential

</></>

</></>
h5tbx.FileDB

MongoDB

manually
retrieve d

ata

based on
response

return data

query to files

convention

query

response

Figure 7: Workflow of the two provided database solutions: The metadata of the HDF5 files can be

mapped to a MongoDB database and then filtered. The response includes the filename with which

further processing can follow. The other option does not require a database infrastructure but filters

the HDF5 files sequentially and returns the data directly.

Figure 7 shows the workflows for both options. The first approach treats an HDF5 file itself as a216

database and multiple files as multiple databases respectively. The consequences are twofold:217

Firstly, no third party database needs to be used and set up. Secondly, because files are opened218
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and searched sequentially, the performance of finding data is not compatible with a dedicated219

system. However, if there are only a few files or the search is within a single file, the inefficiency220

is outweighing. In addition, this concept, as implemented in the toolbox, requires no prior221

operations on the data and only takes a minimum number of lines for the user.222

The second approach extracts the file information and all metadata of each HDF5 object (datasets223

and groups) and writes it into the MongoDB. While this is the most time-consuming part, the224

query itself becomes highly efficient.225

As Figure 7 indicates, the shared convention is also a valuable document at this stage in the226

lifecycle, because it tells the user which metadata has been regulated and is therefore appropriate227

to add in a query.228

4 Documentation229

The h5RDMtoolbox is versioned via a GitHub repository and can be installed using the python230

package installer (pip). The current version is v0.10.0 and extensive documentation automatically231

created and published [13]. The documentation website is generated based on Jupyter Notebooks.232

On the one hand, this results in practical documentation, showing code and explanations together.233

On the other hand, it allows users to reuse the code from the documentation for immediate234

application by simply copying the code snippets. As Jupyter Notebooks become more popular235

[14], [31], the option to download the full Notebooks will be another efficient option for most236

users who are new to the toolbox.237

5 Conclusion and Outlook238

The Python package h5RDMtoolbox has been introduced to assist researchers in handling HDF5239

files in the FAIR way throughout the research data lifecycle. The tools include240

• high-level standardization of metadata,241

• user-friendly and metadata-aware HDF5 interface and242

• HDF5 database solutions.243

The target audience are mainly smaller projects, PhD research and collaborations. Flexibility,244

ease-of-use and the ability to quickly implement and adapt conventions according to the research245

question is a requirement of these users and strikes a balance between achieving high (meta)data246

quality and additional work. These features, together with the toolbox’s design features such as247

the high-level interface using xarray and the database solutions around HDF5, help to increase248

the acceptance of data management. Furthermore, it shifts the invested workload from managing249

incomplete datasets to answering the scientific question.250

The package and data management approach presented here differs from other existing solutions251

in its generality and ease of use. The metadata standardization is designed using simple YAML252

text files and therefore does not require source code editing or deep programming knowledge. It253

builds on existing and established solutions such as HDF5 for the file format or xarray for the254

dataset interface.255
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The next steps are to implement features that will further simplify data and metadata handling:256

This includes the implementation of a graphical user interface for the database concepts. Query257

fields could be generated directly from the convention.258

Currently, the integration of existing schemas such as EngMeta [32] or the cf-conventions [26]259

requires manual translation into the YAML file format. Future developments may provide the260

corresponding reader functions.261

Although automated unit tests are implemented, additional testing through practical application262

to various problems and scientific disciplines needs to follow. This will improve the code and263

allow it to be adapted to the needs of users. Current use cases investigate fluid problems, such as264

computational fluid dynamics simulations and particle image velocity measurements. Lessons265

learned from these areas will be incorporated into future publications, while further examples266

and guidelines will be continuously added to the online documentation [13].267
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