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Abstract. Research data management (RDM) has become increasingly significant, focusing on ensuring the most benefit from data creation. This especially applies within the engineering sciences, where many different sources generate big amounts of heterogeneous data. However, integrating RDM into day-to-day work is difficult. Thus, methods need to be defined to effectively and conveniently manage research data with increased complexity and diversity of subdisciplines. This article aims to provide clarity and structure in research processes integrating RDM, considering various models and viewpoints to present a research process for engineering sciences that is inherited from RDM processes. Therefore, interviews and workshops in different formats were used to gather insights about requirements in day-to-day work and research processes. As for further steps, the process will be evaluated on a later stage through a validation survey that will be taken into implementation for the Joint Assistant for Research in Versatile Engineering Sciences (Jarves).

1 Introduction

Since research data management (RDM) can ensure the most benefit from data through quality assurance by curating data at every phase of their life [1], it has been growing in importance for years. It addresses the challenges arising in research: for example globalisation, digitalisation and the need for increased efficiency [2]. Research projects generate an ever-increasing heterogeneous amount of data, often in digital form, demanding a more efficient approach to be handled within the same time. This applies particularly for engineering disciplines, where data management is crucial to enable emerging methods such as machine learning. [3], [4]
RDM is one part of research activities and includes the generation, organisation, analysis, selection, storage and sharing of research data to make research and collaboration easier and more efficient. This series of practices encompass the complete research cycle while focusing on the efficient use of resources [5]. The underlying processes have the common goal of keeping data findable, accessible, interoperable, reusable (FAIR) in the long term and independent of individuals [6], [7]. RDM therefore needs to be implementable in a unified yet adaptable way in order to be applicable to engineering researchers. Still, many engineering researchers are unsure about how to apply RDM, which processes to follow, and how to manage their data in day-to-day work [8], [9]. In other words, a process for RDM activities in engineering research-projects needs to be established. To address this challenge, RDM processes have already been proposed, such as the data life cycle (DLC) in several variations [1], [10], [11]. However, these processes cannot be implemented in practice without adjustments [12], do not fit project-oriented research and lack specificity in engineering focus, as presented in section 2.3.

Engineering research activities are often conducted in project structures, as can be proven by literature over the least 15 years [13], [14]. This project-orientated setup of engineering research is reinforced by a rapid increase in project-based allocation of funds by funding organisations [2], [15]. Moreover, project-oriented approach can be found in all types of research across the spectrum from basic research to applied research, as Behlau [16] points out. To address this focus on engineering sciences, it is recommendable to narrow down the scope of such process to research projects, thus further improving its applicability. Hence, the following research question arises:

**Can RDM be embedded as a process into engineering research projects?**

Therefore, this paper aims to introduce a process for engineering research, that embeds RDM into day-to-day work by taking DLC models into account. Resulting from the listed challenges, the need for a multi-level process that includes both project-oriented and data-oriented perspectives was identified. In addition, the perspective of DLCs’ insufficiency for application as well as the other branching activities within the research process need to be considered.

The goal of the proposed process is introducing guidance into the RDM process along the engineering researchers’ day-to-day activities through a better understanding of research processes in engineering disciplines [17]. Its structured approach to manage research data along the DLC, from data creation to their handling, aims to facilitate the management of data from different sources in contrast or rather addition to other techniques like, for instance, the usage of metadata schemes. The process will also provide a framework for the development of individual maturity models for defined process areas for quality assurance of RDM in research projects.

To create the proposed process, this paper’s structure follows our research activities, starting with a "Related work" analysis. Afterwards, the "Research methodology" and the consequential "Aggregation of the newly proposed research data management process" is described. This process is then examined in the "Discussion" section. The paper ends with a "Conclusion and Outlook". Eventually, a "Glossary" at the end of the paper defines terms within the proposed process.
2 Related work

To get an overview of current processes in engineering in general as well as state of the art RDM processes, a literature review has been conducted. Section 2.1 first presents definitions and the state of the art on the term "research processes" in the context of engineering sciences. Afterwards, section 2.2 then presents different RDM processes.

2.1 Engineering research processes

Overarching, research is a process that seeks "knowledge, or formulation of a theory that is driven by inquisitiveness for that which is unknown and useful on a particular aspect so as to make an original contribution to expand the existing knowledge base" [18]. Griem et al. structure this process in a generic way according to an input-processing-output-model (IPO model). Each work package (level below the research process) has an input phase, a processing phase and an output phase. The same applies to each task (level below the work packages) and each tool used to carry out these tasks. The processing step (i.e. the tasks) on the work package level is executed several times and concludes with a result file. The breakdown into smaller levels reduces the complexity of the activities (see figure 1) [19].

![Research process diagram](image)

**Figure 1**: Research process as proposed by Griem et al. [19]

The actual tasks include the generation of hypotheses and their testing, confirmation or refutation through data analysis [18]. In hypothesis testing, there is not one general but a variety of models of research processes, each comprising different perspectives and details. Four exemplary models are first summarized in table 1 and then described.

The focus on research projects, as mentioned in the "Introduction", is still the premise for this paper. In this article, the term "project" refers to the DIN-Definition of projects as “an endeavour that is essentially characterised by the uniqueness of the conditions as a whole” [24]. In addition, the aspects of “relative complexity and relative novelty” of Möller and Dörrenberg’s [25] definition are also considered.

Stratmann [20] breaks projects down into four sub-steps: They start with the writing of a research proposal. The project is then executed, on which the funding organization receives a project report. This process clearly ends with project closure.

Tenopir et al. [21] provide a more detailed life cycle than Stratmann [20]: They map a process,
Research proposal | Ideas | Idea | Research concept
---|---|---|---
Project execution | Partners | Data | Proposal & data management plan
Research report | Proposal writing | Analysis | Experiment
Project closing | Research process: - Simulate, experiment, observe - Manage the data - Analyse data - Share data | Documentation | Data processing
| | Search & finding | Data analyzing
| | Education | Data interpreting
| | & Teaching | Quality control
| | Publication | Data control

Table 1: Overview of different research process models

starting from the idea to the search for partners, writing the proposal, the research process and publication. The research process itself is an independent cycle. In view of the increasingly data-intensive nature of research, the research process is embedded in a virtual research environment. The focus is on the data generated and used by engineering researchers.

FIZ Karlsruhe [22] does not name the process under consideration "research" but "value creation” and expand it to further areas of science and innovation, thus taking a more holistic approach than Tenopir et al. [21]. Its cycle consists of six steps, each of which contains sub-steps. Steps not mentioned in the previous two models are "Searching & Finding,” i.e. editing and indexing activities by information facilities, and "Education & Teaching”. The cycle is split into two parts: one dealing with the implementation of research projects and the other focusing on the subsequent use of the results in different contexts. There is no clear starting point.

Patel’s [23] "Idealised Scientific Research Activity Model (I2S2)” depicts research activities from a typical experimental project in the physical sciences. The activities in the research process are similar to previous models. Patel adds three further dimensions, which influence each other: administrative, archive and publication activity. For example, a data analysis (research activity) leads to documentation of the analysis (archive activity) and the preparation of supplementary data (publication activity).

The examples of research processes show that there is no general model. The detail and complexity of research processes are be influenced by the methods used in the particular research context as described below. The scientific methodology, as a sum of the methods used, can be divided into four phases in engineering research processes. In the analysis phase, researchers build up a deep understanding of a problem that they want to solve with their research, e.g. through observation. They then form a hypothesis or plan – an assumption about how the problem might be solved and how they might test that assumption, supported by literature reviews. In synthesis, the researchers check their hypothesis or plan and collect information. In validation, they formally evaluate with these information whether they have achieved the goal of their
research. These steps are repeated until the goal of the research is achieved. [26], [27]

Depending on the type of engineering research activity, researchers use different methods:

- Descriptive or analytical: Descriptive research only describes the state of the art based on given variables. Analytical, on the other hand, can control the variables and identify the causes of phenomena.
- Applied or basic: Applied research deals with a concrete problem in practice in order to solve it. Basic research, on the other hand, deals with generalizations and formulates theories that could be applied in the longer term.
- Quantitative or qualitative: Quantitative research refers to many cases in order to draw representative conclusions. Qualitative focuses on a few or individual cases. [18]

One element in particular underlies the engineering research processes presented: data management. It is important in engineering research due to the extensive and complex nature of the data generated, requiring effective strategies for data collection, organization, storage, and analysis to ensure the application of FAIR principles [6]. Research process models are the subject of the next section.

2.2 Research data management processes

RDM deals with the management of research data along the entire research project. It aims from making the research process as efficient as possible to facilitate cooperation [5]. RDM can also be defined by focusing on the process as a series of practices for dealing with resources [28]. In addition, a definition of research data shall be given:

“Research data includes measurement data, laboratory values, audiovisual information, texts, survey data, objects from collections or samples that are created, developed or analysed in the course of scientific work. Methodological test procedures such as questionnaires, software and simulations can also represent key results of scientific research and should therefore also be categorised as research data.” [29]

In the following, two perspectives on RDM processes are given. Firstly, the commonly used DLCs are presented. Afterwards, alternative concepts are introduced.

2.2.1 Data life cycles

Data management plans (DMPs) and guidelines often refer to the concept of a DLC. DLCs describe different stages of data processing, from creation or acquisition to its eventual disposal or preservation. It encompasses a closed lifespan of data and involves various processes and activities to manage and extract value from data effectively [1]. This approach ensures that all the required stages are identified and planned, and necessary actions are implemented, in the correct sequence. This can ensure the maintenance of authenticity, reliability, integrity and usability of digital material” [1]. To give an impression on the different approaches to this topic, two exemplary DLCs are presented below.

The first example is a rather simple model by forschungsdaten.info and is shown in figure 2. It
starts with the *planning* activity, followed by *data collection*. Then the data is *processed and analysed*, *shared and published* before the steps *data archiving* and lastly *re-using* occur. [30]

![Data life cycle as proposed by forschungsdaten.info](image)

**Figure 2:** Data life cycle as proposed by forschungsdaten.info [30]

Contrasting the rather simple example presented, there are other more complex life cycles, such as the one proposed by the Digital Curation Centre (DCC), shown in figure 3. The life cycle is structured on several levels: Central to it is the research data. The next level includes activities that are relevant throughout the life cycle. This includes, for example, the management of metadata. [1] The sequential activities are similar to the DLC of forschungsdaten.info [30]. They should be carried out in any case to ensure the curation of the research data, i.e. performing management activities to enable reuse. The last level represents optional activities that may become necessary due to external requirements - for example, migrating data to another format to ensure long-term availability. [1] The DLC focuses on the curation and preservation of research data and was designed to be used by libraries and related institutions rather than in projects.

The two DLCs presented are merely examples. There are many different ones, varying in scope, complexity and visualization like the ones from RDMKit [10] or RWTH Aachen University [11] (for an overview see, for example, [12] or [31]). The forschungsdaten.info’s [32] version is limited to the DLC, whereas the DCC [1] version also maps aspects around the DLC itself. In contrast, forschungsdaten.info provides a lot of information that flank the DLC. For example, they compiled domain-specific information [32]. The DCC only gives a concise description of the individual steps. This provides users more room for interpretation in their actual implementation, even though the life cycle looks very specified at first glance. Subsequently, the DCC as an infrastructure institution, published a guide on how to develop RDM services. [33] The representation of the DLC, referred to by RWTH Aachen University, follows a similar approach. As central infrastructure facilities, the library and the IT center of the university offer various services as modular, integrated building blocks to the institutes and chairs, which they can use for individual RDM processes. [34]

The two examples show that a DLC cannot develop its full potential on its own, in the sense of providing a clear roadmap. Only by providing further definitions and guidance, they offer
researchers the opportunity to successfully manage their research data.

2.2.2 Other concepts for RDM processes

In contrast to the mentioned DLCs, other models have been developed to address the shortcomings and deficits of the DLC in the context of research projects. For instance, Putnings et al. [35] have developed a different approach for representing RDM as a model. They depart from life cycles as sequential loops and form only loose connections between the building blocks. Although the building blocks are also found in life cycles, they are supplemented by external influences such as legal, ethical or funding policy requirements. Sharing, publishing, modifying, and deleting data can partially be performed. The model divides RDM into two domains - planning and execution - completely breaking down the traditional thinking in cycle paths.

Resorting to a life cycle, yet on another level, Jagerhorn and Chen [36] present a “FAIR Workflow Project” cycle. Staring with grant application and application approval, this cycle then continues with the actual research and finishes with published articles and a “FAIR Workflow Interface”. Yet, it offers a linear approach to research projects, not taking into consideration the often iterative nature of research projects. Similarly, Tripathi and Pandy [37] include “proposal creation”, “project startup” and other steps into a life cycle model, resulting in the same deficits.

The presented examples illustrate the two main issues this article strives to address. Firstly, the definitions of phases and activities vary widely and have very different scopes. Secondly, and arguably more importantly, there is a gap between DLCs and other, more holistic models. DLCs are sufficient, as their name suggests, for supporting the management of data along its life cycle. However, they are not intended to be project management cycles for research data, although they are often and mistakenly used as such. They are a “useful metaphor, but tend to encourage thinking that research processes are highly purposive, uni-directional, serial and occurring in
a closed system. Research is often not like this” [12]. Furthermore, other models of research projects often do not include RDM as shown in section 2.1. Putnings et al. [35] address this by distinguishing two meta-phases of planning and execution, and by pointing out the possibility of branching of a research process. The RDM process as proposed by the Alderman Library of the University of Virginia [38] break up the DLC while including backwards loops for reuse, re-purpose and depositing of data. The process described again contains the pre-project activities.

2.3 The gap between data life cycles and engineering research processes

Although the research processes are aligned to the increasingly data-intensive engineering research and take this transformation into account, a research process-oriented consideration of RDM-related requirements is missing for project-oriented research activities in engineering. For example, existing approaches to the presentation of RDM provide a cycle-orientated reuse of data rather than a research process-orientated implementation of RDM requirements. As pointed out in section 2.2.2, data life cycles do not depict the reality of research processes, especially not for engineering sciences. This makes them unsuitable as a basis for project management, although they are often used for this purpose [12]. At the same time, research processes do not sufficiently take into account the dynamic and recurring management of research data. Due to this insufficient integration, RDM is often perceived as a separate and afterthought task to be done after the actual research work.

This illustrates the identified research gap: lacking integration and applicability of RDM in the research process. The challenges mentioned above highlight the need to integrate RDM more effectively into the engineering research process, which are often project-oriented, to reduce workload and improve the applicability of RDM and hence the quality of research data. This can add value to the implementation of RDM specifically for engineering sciences to promote scientific integrity and efficiency in engineering research.

3 Research methodology

To design an RDM process fitting for research in engineering sciences, in terms of research project structure, we pursued a multi-leveled approach. The methodology is based on the design science research approach as proposed by Alturki et al. [39]. This approach is sufficient for this project, as its focus is set on the development and evaluation of a new solution to "enable organizations to address important information-related tasks” [40]. Within this approach, engineering researchers’ requirements and research processes were collected by focus group interviews and workshops. While in development, the process was presented and discussed on multiple events (see [17], [43]–[46]). This continuous scrutiny allows for fast and broad feedback. This however does not replace an evaluation. The next step is to carry out a validation survey. All results lead to the composition to the result presented in section 5.

1. This approach is feasible and reasonable, as “it focuses on creating and evaluating innovative IT artefacts that enable organizations to address important information-related tasks” [40]. These IT artefacts can contain executable code but may also be just a concept that solves a problem [41]. “Engineering disciplines accept design as a valid and valuable research methodology because the engineering research culture places explicit value on incrementally effective applicable problem solutions” [42].
4 Collection of research processes and requirements

Following, the methodology for the collection of determining factors and requirements are presented:

- Problem-centered interviews
- Workflow workshops: NFDI4Ing Task Area Frank [47]
- Workflow workshops: NFDI4Ing Task Area Base Service S-1 [47]

Firstly, problem-centered interviews were conducted to collect capabilities and hurdles of the implementation of RDM along with corresponding requirements, which formed the basis for a process proposal. In two workshops, this process was tailored towards exemplary research workflows. The two workshop trails have been conducted independent to ensure a broad, heterogeneous and unbiased collection of research workflows. This includes preferably the consultation of as many different projects as possible. This was seen necessary due to the foundational nature of these workflows as they lay out the very groundwork of the process proposed in this paper. An additional set of requirements would be possible to incorporate at a later stage. Meanwhile the foundation of the RDM process is set to be the researchers day-to-day work.

The following sections are each divided into a general introduction to the method, the clarification of the subject of investigation and a description on how participants were selected. Then, the data collection procedure is described before the evaluation and the results are presented.

4.1 Problem-centered interviews

Eight problem-centered interviews were conducted to address the research gap precisely. The aim of these qualitative interviews is to analyze in detail the heterogeneous research processes in engineering applied by different researches. The “first-hand insights [...] on what, how and why” [48] researchers include in their RDM was in the focus of the investigation. Beforehand, a compendium of questions was developed as a guideline for the semi-structured interviews. This was then tested in a pretest interview with the project team’s colleagues at the Laboratory for Machine Tools and Production Engineering (WZL) on the RWTH Aachen University. Afterwards, seven interviews were conducted in between February and July 2021.

Subjects of investigation were, on the one hand, a general overview over the status quo of applied RDM in engineering sciences – how it is embedded into the engineering researchers’ day-to-day work and which problems arise. This included a inquiry of the acceptance of RDM, used tools and procedures, applied guidelines and standards as well as utilized support and training offers. On the other hand demands and requirements in the context of RDM in engineering were collected. This leads to an overview over the opportunities and challenges of the implementation of RDM in the engineering researchers’ work routine and important requirements for this implementation.

The 19 participating engineers originated from Germany, specifically the Karlsruhe Institute of Technology, University Bremen, RWTH Aachen University, TU Berlin, Fraunhofer Institute for Production Technology IPT, Cluster of excellence Internet of Production and a Collaborative

2. More information on the method can be found in Additional information on the problem-centered interviews.
research centre (ger: Sonderforschungsbereich SFB/Transregio) TRR. The interviews followed a defined structure spanning approximately 120 minutes. 48 questions were posed, categorized according to subtopics within RDM. These were designed as a status quo recording structured according to DLC as proposed by forschungsdaten.info [30] (see figure 2). A SWOT analysis was conducted, delving into strengths, weaknesses, opportunities and threats related to RDM in the participants’ work environment.

A total of 292 statements were condensed from all parts of the interviews. Participants could give none, one or multiple statements on each question item. Results are presented in four subtopics:

- **Acceptance of RDM** (63 statements)
- **Tools and approaches** (112 statements)
- **Guidelines and standards** (65 statements)
- **Existing** (17 statements) and **desired offers** (35 statements) for training and support

While six positive statements about **acceptance of RDM** were made, pointing out its relevance and how the exchange with colleagues raises awareness and acceptance, two statements showed a general openness even though the application was denied. 14 statements indicated an immediate negative attitude towards RDM with the most common reason represented in a total of 22 statements: missing awareness for RDM in general, its benefits and best practices. Its expressions range from a general and in parts unconscious lack of awareness over a disunity between benefits and disadvantages and insensitivity to a direct rejection of RDM. Some stated that the topic of RDM just had not reached them yet (four statements), others asked what benefit they had from it (five statements). Two interviewees saw it as a boring duty or as a ”necessary evil” while one even pointed out that ”the motto of RDM is: Better to do nothing than to do something wrong”.

Additional effort due to RDM was criticised by 15 statements, of which eight pointed out that it hinders or even prevents them from their actual work. A possible solution were brought up by six statements: A light-weight, integrative and (partly) automated RDM process along the engineering researchers’ daily work. The automation aspect was a recurring wish over all subtopics. Furthermore, there are concerns surrounding data sharing and reuse (eleven statements), with publications based on others’ data being perceived as less prestigious (three statements). Additionally, there is a concern about data sharing could provide a competitive disadvantage, as well as assumptions that own data is too specialized or unusable for external use (three statements). Two statements explicitly demand guidance in the selection and storing of research data. The two last major points raised are the need for guidance (six statements) and the lack of applicability (five statements). Vague concepts, unclear specifications and missing templates lead to a decrease in acceptance.

The most statements regarding **tools and approaches** revolve around the concepts of storing and sharing data (22 statements each), most often in the context of institution internal (19 statements), project-internal (13 statements) or external (seven statements) data sharing. Often, there is ”no uniform structure” but a collection of unconnected solutions, most often based on folder structures on institutional servers or cloud drives. While of significant importance for collaboration, it is an overlying problem that causes uncertainty amongst engineering researchers. Unclear restrictions and guidelines, most of which are not coherent and sometimes even contradict each other, cause confusion and frustration. This applies to projects small, local projects and is amplified if several
partners are involved. In total, six statements either demand automation in RDM or claimed to be implementing automation for RDM in their research, namely the automatic creation of folder structures, data recording and partial-automation for DMP creation.

Existing guidelines and standards, such as DFG directives and FAIR principles, along with practices like archiving and metadata inclusion, are acknowledged while the interviewees question their compliance. Twelve interviewees gave a statement to existing guidelines in their respective institutions. But the guidelines available “are very generic” and their compliance is “not checked”. This is aggravated by the incomplete and unstructured support some of the referred guidelines provide, as they are a loose collection of unconnected and sometimes contradicting specifications and restrictions. However, there is a gap between the theoretical existence of a guideline and its actual utilization, so that these guidelines are treated exactly like that: guidelines. It is no strict set of rules and other than funding organisations requirements there is no basis to enforce them.

Existing offers for training and support in RDM have not been used by many participants due to a lack of availability and time constraints. Most often, the participants only visited basic seminars on RDM (seven statements). The second most important source of RDM knowledge or support is personal research (four statements). Personal exchange, seminars for tools and best practices each only were named once. The participants named as desired offers comprehensive and easily applicable tools (five statements) encompassing hands-on best practices and examples (eight statements). They emphasized the importance of increased awareness, acceptance, and tangible value of RDM (one, three and five statements). Additionally, support in workflow management through automation tools (three statements), checklists (two statements), and metadata orientation schemes (three statements) were highlighted. Training sessions raising acceptance and tool utilization as well as best practices were seen as essential for meeting these steps. Lastly, six statements ask for fundamental support in RDM, ranging from definitions of terms on RDM over processes and procedures to step-by-step guidance.

The main requirements emerged from the interviews can be condensed as the following:

- Raise awareness for RDM and incentivate engineering researchers for it
- Reduction of effort in RDM
- Guidance in RDM processes
- Integration of an RDM process into daily work processes
- Streamline and synchronise different valid guidelines for RDM in a research project
- Interconnect different RDM solutions/guidelines
- Automation of RDM processes

As the German engineering research community is recently undergoing a change towards an open access and data sharing culture, we argue that the results are still relevant even though the interviews were conducted three years before this publication. Some early adopters of RDM may have a different priority on the requirements. However, the requirements of engineering researchers will stay unchanged and will rather become a standard over time. Therefore, the results of the interviews are still considered relevant despite originating from 2021.
4.2 Workflow workshops

As another part of the identification of requirements, workshops were conducted. The aim of the workshops, conducted as open interviews, was to capture the research processes of specific research projects the participants were involved in. The interviews were designed to be narrative and unstructured to enable the engineering researchers to describe the research activities from their own experience and perspective. Care was taken to maintain a chronological sequence of activities in order to present the data processing up to the intended research results, embedded in the context of a research project. The participants freely communicated their current research approaches and related processes in detail in an open discussion. While the researchers elaborated on their activities, one of the interviewers documented the described processes, while the other moderated the discussion. The chronological sequence of the process description made it possible to visualise the documented processes during the interviews using a flow chart. In this way, the research processes were described in a research and project-specific manner. The results of the interviews were then analysed and structured. The workshops were conducted from fall of 2021 to spring of 2022. The eight participants were selected from different universities, projects and institutions to form a cross-section of typical engineering projects. They originated mostly from the RWTH Aachen University and Leibniz University Hannover. Engineering researchers from collaborative research centres (ger: Sonderforschungsbereich SFB/Transregio (TRR)) TRR participated within the workshops as well. According to the participants, three kinds of projects have to be considered:

- **Standalone-projects**: performed by a single institute
- **Joint projects**: several participating research institutes
- **Projects with industry-involvement**: small to large consortium containing one or more research institutes and several companies

In total, five + three different engineering researchers were interviewed, which described the research processes in ten + three projects. All of the participants were employed by a research institution and had prior work experience in research activities. Knowledge about ten research projects under the supervision of the aforementioned engineering researchers could be gathered.

<table>
<thead>
<tr>
<th>Research project kind</th>
<th>Number of projects</th>
<th>Workshop destination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint project</td>
<td>6</td>
<td>Aachen</td>
</tr>
<tr>
<td>Standalone-project</td>
<td>2</td>
<td>Aachen</td>
</tr>
<tr>
<td>Standalone-project with industry involvement</td>
<td>2</td>
<td>Aachen</td>
</tr>
<tr>
<td>Joint project</td>
<td>1</td>
<td>Hannover</td>
</tr>
<tr>
<td>Standalone-project</td>
<td>2</td>
<td>Hannover</td>
</tr>
</tbody>
</table>

Table 2: Overview of different research process models

In the beginning of the workshops, administrative activities were considered out-of-scope. However, their connection to operational activities - which was the focus - was brought up by all participants. For example, deliverables had to be matched with research activities.

At the workshops in Aachen in connection with the Task Area Frank, no explicit focus was set on RDM, but the “as-is research process” was recorded. Participants were explicitly told that
there is no “right” or “wrong”. The research projects derived from these workshops can be split into three levels. Firstly, on the top-level there are three phases: project planning, execution and completion. The participants state, that the top-level phases happen sequentially, meaning each phase has to be completed before the next phase can start. The top-level phases are shown in figure 4 as light blue boxes. Each of the phases contains multiple tasks (white boxes). These tasks A more detailed view on each of the phases can be seen on a mid-level perspective. Regarding the mid-level, this paper emphasises on the content-wise execution (i.e. activities containing the generation of knowledge) activities and the publication process. The low-level is considered to be the actual task level. Here, the actual methods are conducted and research data is generated.

![Figure 4: Waterfall like structure of a research project. For a more detailed view, see images 13 to 15 in the Appendix](image)

It becomes apparent, that when conducting the top-level activities, the workflow follows a waterfall approach, which leads to a "project [...] split into multiple fixed phases, with each phase requiring the analysis and work from the previous phase" [49]. Furthermore, the "waterfall model assumes that once the initial requirements are set and every goal has been cleared of any ambiguities, there is an unobstructed road which the development team will follow towards finishing the project" [49]. This procedure is exactly resembled by the statements of the participants regarding the project planning and proposal writing. The proposal is considered final for the project execution in terms of initial requirements goals. The same applies for the project completion, as in the execution phase all work packages have to be completed to advance into the next phase. This sequentially structure of the process is essential to waterfall approaches [50]. The same structure is depicted in figure 4 as result of the workshops. Despite the sequential of the top-level, the mid-level activities can happen simultaneously and in parallel.

As a result of the workshops in Hannover as part of the Task Area Base Services, different research processes were identified among the engineering researchers, depending on their research methods and project structures. Following on from the workshops in Aachen, the aim of the interviews was to record and map research processes and thus identify RDM-related activities in order to integrate them into the research projects as RDM processes. The research processes described could be divided into the top-level phases from the workshops described in 4.2. The phases of project planning, execution and completion were described sequentially and could be
separated from each other by milestones. Figure 5 shows the research processes abstracted at the top-level with two lanes for the research content level and the data management level in a flow chart.

![Figure 5: Abstracted flow chart of a research project with data management and research content level](image)

As part of the **project planning**, the initiated research projects were written down in the form of a proposal. This described the project objective, the sub-objectives to be achieved (usually in the form of defined work packages) and the scope of the project. With regard to RDM, data management plans were part of a funding proposal. After the application phase, if the research project is approved, the content-related **execution** of the research projects begins with regard to the described schedule. The execution is based on the processing of the defined work packages (**mid-level**) summarised as **content-wise execution**, whereby these are not only processed sequentially, but also in parallel, depending on the planned process. In this way, the processing of the work packages builds on each other and is partly based on the further processing of results from previous work packages. Within the processing of the individual work packages, a structure of the further planning of the work packages, the data collection (generation or gathering) as a data basis, the content analysis and further processing of the data, through to the research result can be mapped. During this process, the resulting digital objects are stored. The research results are then published in the context of scientific practice. In some cases, the underlying digital objects are also published and archived. The processing of the work packages with the research activities (**low-level**) depends on the research methods and research areas. The processing of the work programme within the defined project duration and the fulfilment of the work programme then leads to the completion of the project. This **completion** phase includes the documentation of the research results with the writing of a final report, as well as the subsequent archiving and making accessible of the project materials and results, depending on the project framework.

In conclusion, the **top-level** of a research process can be be represented by a flow chart and waterfall project management approach. Within the three included top phases, several steps arise, each of which may be split into sub-steps and tasks.

Nineteen major findings can be pointed out, which were supplemented by a further series of workshops:

1. On the top-level perspective, the workflow resembles the waterfall project management approach.
2. Engineering researchers can relate to the allocation of projects into the work phases *project planning*, *execution* and *completion*.

3. The execution of the project usually takes place in defined work packages or defined sub-goals, in which different research results are achieved.

4. In the *content-wise execution*, research core data is generated in an iterative way.

5. The content-wise execution consists of several data creation iterations, each of which may depend on none, one or more iterations performed beforehand.

6. During execution, there may be several iterations of data collection in order to collect digital objects that can be processed further.

7. The iterations of the content-wise execution may be terminated if data is found to be insufficient.

8. Completed iterations in the content-wise execution may be considered irrelevant at some point, allowing the deletion of their results.

9. Data is either made accessible and archived during processing after a research result has been achieved and published (e.g. completion of a work package), or at the latest when the project is completed.

10. Data reuse is not considered to be a dedicated step in research projects.

11. In research, data is generated and reused depending on the research approach and research method.

12. Data occurs in different formats and is summarised as digital objects. These are either generated or existing digital objects are gathered.

13. During processing, the collected digital objects are first saved.

14. There may be several iterations of data collection during processing.

15. Research results appear in different forms and are achieved through different aggregations and data processing steps.

16. Only when a research result is achieved the writing of a publication is triggered, together with archiving or access to associated digital objects.

17. The publication process receives the output of either one or many iterations of the content-wise execution as input to transform them into a new form (most often text).

18. There is no new knowledge generated in the publication process.

19. Project management accompanies the research process.

As mentioned before, the results are considered valid despite the fact that the data was gathered from 2021 to 2022. As research processes in engineering will most probably not rapidly change, the findings listed above will mostly keep their validity. The ones most prone to change are findings 10 and 16 as the reuse and publication of data might become more relevant for engineering researchers in the future.

5  **Aggregation of the newly proposed research data management process**

In this section, the new process for RDM in research projects for engineering sciences is proposed. It aims to better connect the actual research work to RDM practices. As a result of the *Collection of research processes and requirements*, a combination of waterfall project management and agile approaches are contained in the new process.
The process is based on the research processes collected in section 4.2 and tailored towards the demands of engineering researchers for RDM as communicated by them in section 4.1. This ensures the fulfilment of demands of the researchers questioned that represent the engineering community. Additionally, the development was reinforced by the feedback collected from the community during the conceptualisation. It is then enriched with the knowledge gathered from the Related work. Still, the process has to be refined further in the future with additional evaluation and the current results presented might not be exhaustive.

The result is a process with multiple levels, phases and steps. These are explained below, starting with the overall structure and levels of the process. Then, each level is explained in greater detail. The investigation focused on operational activities instead of administrative ones. Nonetheless, the importance of administrative tasks was brought up frequently in all interviews and workshops. Administrative tasks are therefore included in the proposed RDM process.

### 5.1 Levels

Three levels of management and research activities are introduced: project (top-level), work package (mid-level) and research data (low-level). As shown in figure 6, the high and the mid-level have a central step that includes one or more passes from the process performed at the level below (grey boxes, 1...n). This structure is similar to the IPO model proposed by Griem et al. [19].

There are two different results from research activities in the form of research data: findings (mid-level) and artefacts (low-level). These two terms shall now be defined in line with the previous results:

**Finding**: The result of one iteration of the mid-level. A finding may be the result of one work package or the answer to one research question. It was generated by planning what should be found out, compiling one or several artefacts and deriving new knowledge from it.

**Examples**: Results of an evaluated survey, simulated data from a mathematical model or field data that has been collected via specifically programmed sensors.

**Artefact**: The result of one iteration of the low-level. An artefact is planned, contextualised and validated research data in its smallest unit. An artefact is a digital object as proposed by Schwardmann [51]. It may be a primary data collection or the implementation of source code. It was generated by planning the artefact, generating the data and performing a check on its validity and, if valid, storing the generated data.

**Examples**: Raw data of an experiment, source code of an analysis programme, the questionnaire of a survey, the results of a survey, analysed data.

These results are passed to the next higher level and are compiled there. For example, one or several artefacts can be compiled to a finding (see 5.2).
5.1.1 Top-level: Project management

The top-level is the project management level creates the boundaries for the research project (see figure 7), as “projects are endeavours in which a (more or less) defined result is to be achieved” [25]. For example, funds, resources and deadlines are specified [25]. The three process phases at this level are project planning, execution and completion. The task order shown in figure 7 acts as a guideline and may be adapted if needed.

Project planning

- Conduct preparatory work
- Search and find funding call
- Initiate project
- Define overarching research question
- Write outline, sketch or proposal

RDM-Tasks:
- Document research idea
- Clarify funding demands
- Plan RDM and fill out data management plan accordingly

Execution

- Project kick-off
- Ongoing project management
- Writing of publications
- Content-wise execution

RDM-Tasks:
- See mid-level in section 5.1.2

Completion

- Write final report
- Ensure reproducibility
- Finalise publication plan
- Project conclusion

RDM-Tasks:
- Archive data
- Check FAIRness

Figure 6: General structure of the proposed RDM process

Figure 7: Top-level of the proposed research process: project management

Project planning The project planning starts when a new research idea arises. This idea has to be documented, a funding opportunity and, if necessary, project partners have to be found and a sketch and/or research proposal have to be written. All of this needs to be properly stored as the actual research activity might start much later than when the idea arose. Additionally, several RDM related questions have to be answered, ideally before the research activity starts.
**Execution**  When this step of the top-level is started, the actual research work begins. It is carried out at the lower levels, in the steps at which the artefacts and findings activity are generated. A full description is provided in chapters Mid-level: work package and Low-level: research data management. Administrative tasks in the execution step are the project kick-off and ongoing project management.

**Completion**  The last step is the completion of the research project. This includes the writing of the final report, the assurance of reproducibility, the completion of the publication plan and project conclusion. A special mention has to be made for the checking of reproducibility and FAIRness of research data as a RDM-Task. This check in the completion step ensures all data is available and stored in a suitable way to start the archiving process. The actual task of ensuring reproducibility and FAIRness is situated in the low level (see section 5.1.3) as it comprises of the FAIRness of the artefacts.

### 5.1.2 Mid-level: work package

The work package level describes the content-wise execution of the research activity. Here, findings are generated from compiling artefacts, answering (sub) research questions or concluding work packages. As shown in figure 8, firstly the targeted finding is defined by selecting the (sub) research question or work package to be addressed. Then, artefacts are generated or reused to finally compile findings from them.

![Figure 8: Mid-level of the proposed research process: work package](image)

**Finding planning**  When findings are planned, it is decided which work package or research question should be answered and how it should be answered. Therefore needed data or information are determined and methods for their gathering are selected. Afterwards tasks can be derived from that. Optionally, a sub-data management plan can be created, optimally within a hierarchy of data management plans like offered by RDMO.

**Create or Reuse**  When the needed data or information is known, they can be gathered in the form of artefacts. They are either originally generated, or reused either from own previous works or project-external sources. This is an iterative and agile process and carried out at the low-level. A full description provides section 5.1.3.
Finding compilation  After all needed artefacts are generated or gathered, it comes through compiling them to a finding, that will presumably hold the answer to the research question. It then has to be documented, which artefacts were involved in the compiling process. As each artefact contains a documentation of its creation, see 5.1.3, this documentation is already available partly. At this point at the latest, access to all relevant artefacts has to be granted to other project members. As an optional task, a publication can be written when the finding was compiled. A full description of this process provides Publication Process.

5.1.3 Low-level: research data management

On this level, the Core research activities are conducted. Data is either created, gathered, collected, aggregated, analysed or processed in another way. This data provides the basis for the content generation of knowledge in the content-wise execution on the mid-level. When comparing the results from section 4.2, a strong resemblance between the engineering researchers’ activities and the DLC becomes apparent. Therefore, an artefact is generated through a process inspired by the data life cycle. Firstly, data generation is planned, then the data is generated or collected. Afterwards it is checked for validity and either deleted or stored for further usage. All of these tasks aim to ensure the Findable, Accessible, Interoperable, Re-usable (FAIR)ness of the generated artefacts by default. This process is presented in figure 9.

Figure 9: Low-level of the proposed research process: research data management

The proposed process can also be displayed in a new form of the DLC (see figure 10). In addition, the process has an option of canceling the creation of an artefact when it is invalid.

Figure 10: Procedure of artefact generation as a new form of DLC

Plan  “Plan” at the low-level describes the concrete planning of the data acquisition task (generating or gathering). This includes planning - and documenting - whether and which
previous created artefacts are used to input the new artefact. This step distinguishes from the Project planning and the Finding planning by the level detail. Both of them divide the respective lower level into smaller steps and tasks - this level is the lowest.

**Generate** When generating data, engineering researchers perform the typical tasks associated with research. This is when someone conducts an experiment, runs a simulation, conducts an interview or research using another approved method. This step can have no, one or multiple inputs in form of previous created artefacts.

**Check: Keep or delete** After the artefact was created, it is checked for validity. This does not include an analysis to generate new knowledge from it but the verification of correct measurement and data recording. For example, if sensor data is all zeros, the sensor might have been disconnected; rendering the artefact invalid, allowing for its deletion. If, for any reason, the artefact is not valid, it may be deleted if there is no knowledge to be possibly derived. Invalid artefacts may still hold knowledge e.g. on why the artefact is not valid. In that case, the artefact should not be deleted. Artefacts which are used as input for other artefacts must not be deleted to be able to trace the finding integration (see Artefact and finding integration).

**Store** If valid, the artefact is saved for further usage. At this stage, it does not need to yet be shared with other project members or external parties. The storage in a save environment with backups is recommended to prevent data loss. If this artefact holds the basis for the answer to a (sub-)research question or the solution to a work package, it is taken one level up to the Mid-level: work package to generate new knowledge from it.

### 5.2 Artefact and finding integration

Artefacts can receive input in form of one or more other artefacts (project internal and external) in their data generation step. There is no limit to the number of artefacts combined in that way. A combination example is shown in figure 11. The finding that results from these combination answers a (sub)research question and can initiate a publication process.

**Figure 11:** Procedure of artefact combination: Many to one relation
5.3 Publication Process

The term “publication process” here refers to “scholarly communication[, which] is the system through which research and other scholarly writings are created, evaluated for quality, disseminated to the scholarly community, and preserved for future use” [52]. In engineering research, a publication process is usually initiated by a finding compilation (ref. 5.1.2). It can therefore be carried out at different points in the research process, several times. Although it has synergies with research and RDM tasks, it is a standalone process and its execution is independent of other activities. Figure 12 shows the tasks (cf. [53], [54]) in a publication process and how they are linked to the RDM.

After the topic of the publication has been determined by a finding compilation, preparatory activities such as the selection of a suitable publication medium are carried out. Other steps in the research process have an influence on these decisions, e.g. requirements of funding organizations. The editing step involves transferring the knowledge generated by the artefacts and findings into text. In addition to the text, the artefacts and findings described in the publication are presented in further forms, e.g. plots or source code. As described in Artefact and finding integration, the result of a work package is a final finding; the text usually only refers to this. The contents of the previous data generation steps – well documented by RDM activities – are therefore only described in text form as part of the methodology. In order to meet the requirements of the RDM, the artefacts must be published and referenced as part of the publication process in accordance with the project regulations (see section Project planning). In this way, the data processing steps for achieving the research results can be reconstructed by the artefact compilation and associated artefacts can be reused. Therefore the artefacts must be prepared within the framework of the FAIR Data Principles. This makes it easier for the peers to carry out a review after submission to the publication medium in order to check the quality of the text. After publication it is possible to disseminate only the research data, only the text content or all together as a package, which allows particularly target group-oriented communication for dissemination.

Figure 12: The publication process
6 Discussion

In this article, we introduced a process for RDM in engineering research. This process is embedded into the engineers research activities. Hence, we consider the research question, if RDM can be embedded as a process into engineering research projects, answered positively. Furthermore, the research gap found, that RDM should fit the research process and be integrated into it rather than be added as an afterthought, was addressed. As we used the requirements formulated by the researchers as a basis for the development of our process, they are manifested within the process fundamentally. Still, more requirements might to be formulated by other engineering researchers and therefore further adjustments might need to be made in the future. The validation, in which such emergence of new requirements is mostly expected, was not yet performed.

The presented process (see figures 6 to 10) was presented in several events (see [17], [43]–[45]) and was quite well received. We collected feedback from those events and included it into the development up to this point. Yet, a formal evaluation has to be conducted. For this purpose, a wide spread and statistically reliable validation of the proposed process is planned.

Additionally, the limitation to only project-based research is a major restriction. While the decision was well supported by literature, it is difficult to estimate to which extend research is conducted in projects or in other forms like e.g. research supported by basic funding [2], [13]–[16], [47]. To strengthen this point of view, a question about the type of research (project or non-project related) will be included a validation survey following this publication.

It also has to be considered, that the activities and RDM-tasks described and presented in figures 7 to 9 will most certainly be incomplete. Due to the effortful collection of requirements and processes, rather small groups of people were interviewed. Hence, new activities and tasks might arise within the further evaluation of the process.

While the process is meant to be adaptive to different research methodologies used on the mid-level and methods applied on the low-level, the overall structure of the process is not adaptable. This is due to the nature of research in engineering sciences: Firstly a research question is formulated, then suitable methods are chosen before data is collected. Afterwards new knowledge is derived from the analysed data. This structure has a logical order which should not be reorganised. Hence, major revisions of the process like new levels or an overall new structure should be avoided while minor adjustments are still possible, like, for instance, adding new activities and tasks.

7 Conclusion and Outlook

In this article, a new process for RDM in engineering sciences was presented. The aim was to tailor it towards the needs of engineering researchers and make it possible to integrate it into the everyday work in engineering research. For this aim, requirements were gathered as well as typical research processes from interviews and workshops.

The result is a process with three levels and a differentiated structure. It contains both a waterfall project management perspective on the top-level as well as iterative approaches on the mid-level
and low-level. The latter resembles a DLC in its semi-circular design, integrating the often-cited DLC model into the process.

In a future work, the applicability of the process will be evaluated. If valid, the model might fill an important gap in research, connecting existing RDM models with the actual reality of research. An extension to other disciplines than engineering might also be possible.

Eventually, the evaluated process will be implemented into Jarves, the Joint Assistant for Research in Versatile Engineering Sciences. This digital data steward aims to guide engineering researchers in their RDM throughout their research project. In addition to the process presented in this article, it will feature the management of RDM guidelines, a decision support system, linkage of training materials at the point of need, and a partial automation of RDM-related tasks, e.g., in the synchronisation of data between different RDM tools.

8 Appendix

To further elaborate on certain topics and provide corresponding examples if needed, the appendix contains three major parts. Firstly, additional information on the workflow workshops is given in section 8.2. Additionally, an exemplary project’s fit into the proposed process is presented in section 8.4. Lastly, a Glossary contains the most important terms of this article.

8.1 Additional information on the problem-centered interviews

The interviews were originally designed to be focus groups. The method was planned to be based on Gail and Vetter’s approach [55]. However, the groups were not always reaching the number of participants needed for focus groups, which is set to five to eight people [56], as the number of participants varied between one and six. A greater number of participants did not prove to be efficient for the process, as the interviews were conducted virtually due to the Covid-19 pandemic.

Therefore, the interviews were instead considered to be problem-centered interviews rather than focus groups [48], [57]–[59]. Problem-centered interviews are applicable in this context, as the method should provide “first-hand insights into” [48] the researchers’ RDM practices, showing “what, how and why [...] actions, appraisals and opinions” [48] are present among engineering researchers. Both methods do not differ from one another in terms of preparation and evaluation and inherit similar methodological premises. Also, both methods follow a semi-structured approach [55], [60]. In this case, the structure was provided by an interview guideline. The main difference lies in the absence of controversial opinions within the groups of interviewees. Yet, both methods are based on the principles of qualitative research to encourage the interviewees to share their actual point of view [56], [58], [60]. For the evaluation, the changed format does not result in a different way of analysing qualitative answers. Main statements are summarized in a methodological controlled way as proposed by Mayring [61].
8.2 Additional information on the workflow workshops: TA Frank

To give further insight on the procedure and derivation of processes, this section of the appendix describes the workflow workshops of TA Frank in greater detail.

8.2.1 Description of the workshop programme

Firstly, the interviewees were introduced with a short slide deck, explaining the procedure and goals of the workshop as well as the planned usage of the gathered information. As the interviewees had previous knowledge about the NFDI4Ing and the interviewer’s involvement in the context of RDM, an explicit disclaimer was given, declaring that there is no explicit focus on RDM to avoid bias. The engineering researchers were then asked to describe their usual research process from the beginning to the completion of a research project. This included the naming of possible entry points as well as their definition of the point of time when a project is completed. They were then asked to describe their process between these two points. The documentation of the processes was explicitly not based on any process model or method of process modelling so that there was no risk of a bias of the interviewees.

8.2.2 In depth: Top-level perspective

To illustrate the top-level perspective, the following describes the interviewees perspective. These results have already been condensed and homogenised in their wording. On this level, the interviewees mentioned the most administrative tasks in their research. Therefore, administrative activities were taken into account, although being originally out-of-scope. These tasks are closely related to research, even if they do not create new knowledge, but rather support its generation.

![Diagram of project planning](image)

**Figure 13:** Typical activities and decisions in the project planning phase

Condensing the interviewees answers, the *project planning* of a research project contains all the planning activities depicted in figure 13. If not enough prior knowledge of the topic is available at the institute, preparatory work can be performed to enhance chances of proposal acceptance: By conducting an in depth research on the state of the art, performing initial investigations like
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feasibility checks or the writing of a scientific article. This may become obsolete, if enough expertise is already at hand. Most often, the project planning includes the search for a suitable funding call or starts with the finding of one. An initial project management for the proposal creation is then set up and project members, both internal and if needed external, are gathered. Then a research proposal is written, which in turn needs research and sometimes pre-studies. Additionally, the proposal defines work packages and allocates resources. Lastly, it has to be mentioned that some funding proposals are a staged procedure with a sketch and a proposal as two separate documents, which is depicted in figure 13 as an unaccepted proposal because even if the sketch is accepted a proposal has to be written and accepted.

![Figure 14](image_url)

**Figure 14:** Typical activities and decisions in the execution phase

The execution has four major components (c.f. figure 14): The project kick-off, the content-wise execution, writing of publications and the project management. As the interviewees described, each of these steps is highly different from the other.

The project kick-off is depicted as an event at the start of a research project, which may even spread over the course of several weeks. Due to the fact that it often happens months or years after the proposal has been handed in, the project kick-off is a reset of the previous work on the project. The interviewees pointed out, that the actual project members are often not the ones who have written the proposal, because those people have already left the institution. This causes that the knowledge of the project’s original idea is partially lost, as the underlying thoughts can hardly be represented within a research proposal. As a result, the project kick-off has to contain a review of the proposal to identify needed work packages and plan their execution.

The content-wise execution is the actual research work performed in the project over the course of several months to years. Here, data is collected which generates new knowledge. This data shall therefore be disclaimed as research core data. In contrast, information such as involved and responsible members, allocation of resources or discipline can be described as research project data. The content-wise execution contains many individual and highly context related tasks of data generation, preparation, analysis and storage. This step is explained in detail later in this section and is not portrayed in detail in figure 14.
When it comes to the writing of publications, the workshop participants divided. Some stated a direct relation to the content-wise execution. Others argued that the publication process does not generate new knowledge, but rather transforms existing knowledge from the research core data generation into a text. So publications have to be differentiated from the content-wise execution, while founding on it. Again, the detailed processes are not depicted in figure 14.

The fourth part is project management. It is relevant in the complete execution phase as it relies on the project kick-off’s results and controls the content-wise execution. Project and financial reports, the coordination of tasks and collaboration aspects are all relevant in this unit.

![Completion](image)

**Figure 15:** Typical activities and decisions in the completion phase

Lastly, the completion phase (see figure 15) contains several steps to finish a project. The mandatory writing of a final report is usually the first of the steps, but the order in which further steps are performed may vary. Figure 15 shows a possible work order. The reproducibility of data should be ensured, meaning that all needed files and data are collected and are transformed to long term storable formats. The interviewees described a publication plan that has been laid out in the beginning of the project and contains information on data, software and papers to be published during or after the research activity. This plan has to be completed. Eventually, the data, source code and publications as well as all other documents are archived, as of now most often on institute hard drives as the participants stated.

8.2.3 In depth: Content-wise execution

The content-wise execution will now be explained in greater detail, as it is the most complex step. Figure 16 depicts the main question arising in this step: What kind of data that shall be created? Interviewees named several different data creation methods, for example experiments, data preparation and analysis, simulations, programming, surveys, 3D-modelling and printing, prototype construction, process analysis and others. In figure 16, these are clustered by the kind of data these methods create. Adding to the complexity of the step, it also contains iterations as the data created in each cycle of the iteration is fed back into a new cycle (see blue arrow in figure 16).
The term raw data represents any recorded or created data ranging from experiment data to interview answers. The collection of raw data may have other data (both virtual and physical) as input, e.g., a questionnaire or experimentation rig. The main distinction between raw data and analysed data can be seen in the knowledge generation. While raw data does not generate any new knowledge, analysed data does.

Raw data collection is firstly planned in terms of goals, methods and qualitative criteria. It is then collected and checked for validity. The validity check does not extract any new knowledge rather than a review of the plausibility and reasonability of the data. If not valid, data can be deleted as it has no use and the data collection has to be repeated or found infeasible for the targeted results. If valid, the data collected is stored for further processing in the next iteration, as shown with the blue arrow in figure 17.

In contrast, analysed data contains any data that is processed in any way that new information can be derived from it. This might be due to visualisation of raw/already analysed data or as data is combined, e.g., when simulating new data with a simulation model and measured input data. After planning the analysis, its conduction involves the usage of data to be analysed as input and optionally more input factors like, for example, analysis source code.

A different perspective has to be put on source code. Used for data collection, data analysis or data manipulation along with many other utilisation possibilities, the term “source code” describes any code written and implemented in a research project. Firstly, its functionality is planned. Then a most often agile feedback loop is used to move between implementation and functionality checking. When ready for application, the code can be stored and versioned, meaning that changes to the code are allowed and accounted for.

When it comes to physical objects, the process of demonstrator construction was brought up by the interviewees. These are firstly planned and then built. If usable, they are stored (in a physical form) for further usage or (raw) data collection.
Lastly, literature reviews are described by the workshop participants. While the collection of literature is the main aspect of this reuse of existing data stated by the interviewees, it should not be considered the only purpose of this step. According to the interviewees, any data gathered not originating from the research project itself can be clustered in this category. This includes reused data or source code as well. This reuse is planned and the external data is then gathered and reviewed. If sufficient, it is stored for further usage, else more data has to be gathered own data have to be created.

As stated before, the **content-wise execution** is an iteration over several data and knowledge generation methods. An example of the relation of the content-wise execution and the results generated can be seen in figure 18. Here literature is gathered to generate a interview guideline, which is used to conduct interviews. Simultaneously, software packages are gathered and an analysis code is written. The information gained by the interviews is lastly passed into the code and analysed, which creates the research result.

As stated by all interviewees, the content-wise execution is an iterative process. As a result, cancellations have to be accounted both within the content-wise execution in the check/review step (see figure 16) as well as between individual iterations.

### 8.3 Additional information on the Workflow workshops: Base Service S-1

To give further insight on the procedure and derivation of processes, this section of the appendix describes the workflow workshops of Base Service S-1 in greater detail.

#### 8.3.1 Description of the workshop programme

Firstly, the interviewees were introduced with a short slide deck, explaining the procedure and goals of the workshop as well as the planned usage of the gathered information. In this workshop, a focus was placed on the description of research activities and associated RDM tasks, as the
interviewees already had prior knowledge of the NFDI4Ing and the interviewer’s involvement in the context of RDM. The engineering researchers were then asked to describe their usual research process from the beginning, with the writing of a research proposal, to the completion of a research project. Milestones and processes were described and documented within these points. The business process modelling notation was then selected for the process representation and visualised as a flow chart. Two levels with two lanes were defined to represent the research activities (content processing) and the RDM activities (data management), see figures 19, 20 and 21.

In the following, the identified research process is described from the interviewees’ descriptions. The contents have already been compiled and standardised in a generally applicable description. At this level, basic steps and activities are considered that are carried out by the engineering researchers in research projects without affecting the content of the work. The entire research process within a research project can be divided into three major process stages with defined milestones. The project planning activities start with the definition of the research topic and research objectives. This leads to the preparation of the proposal, whereby the RDM is also planned and documented in the form of a data management plan. The resulting application is then submitted to the relevant funding organisation. If this is accepted, the first milestone is reached with the funding of the research project, which also marks the end of the project planning phase.

This is followed by the start of the research project, which marks the start of the content-related work, the execution. The work packages are processed following the project plan, based on the research proposal. These are processed one after the other, sometimes building on each other. The work packages are often described with the results to be achieved. Based on the work packages, data foundations are created as part of the data collection. The implementation of the work packages is planned by defining the research method, the data collection method,
the data collection procedure, and the further processing within the scope of the work package. The collection is then planned based on the work packages concerning the research results to be achieved. The ongoing data-related documentation also starts at this stage. Once the data collection has been planned, it is carried out and new data is generated or existing data is gathered and utilized. If the data collection proceeded as planned and can be processed further, it is saved together with the documentation of the planning and implementation. If the data cannot be processed further due to insufficient quality, the data collection must be planned and carried out again. If the data can be processed further, it is filtered and aggregated. Based on this, the data is analysed to answer one or more defined research questions. These data analysis steps are documented for traceability and the underlying data processing is versioned. The research data generated from planning to analysis as part of context wise execution can involve different types and numbers of research core data. If the research result corresponds to the expected results of the work package, the data will be saved. The underlying data of the research result is then merged with the associated data documentation. The database then leads to the next milestone of the secured research result.

When the research result is achieved, decisions are made about the publication of the content and when the content work is finalised, the completion phase is initiated, as shown in figure. a decision is made whether it should be published as part of a text publication; at the same
time, a decision is also made whether the associated database should be made accessible and archived. Archiving, and access require the selection of data and the securing of file formats to ensure interoperability and reusability. Additional metadata for documentation and the selection of an archiving service or an access platform (repository) are also defined. If the data is made accessible in this way, it can be cited directly as part of the text publication. The publication is then submitted to the chosen scientific publisher.

If further work packages need to be processed as part of the project, the process starts again from the beginning of the execution phase. Once all work packages have been successfully completed, the content of the project can be finalised and the project can be closed. Depending on the requirements, a project report is written. It is also checked whether all data has been properly archived or whether data still needs to be published. Once this has been done, the project can be finalised.

Figure 21: Flow chart extract of the publication and completion phase

8.4 Exemplary explanation of the proposed process

As previously explained, the research project that provided the context for this article is the NFDI4Ing [47]. The project also follows the structure of the proposed process. However, the extreme size of the project would over-complicate the following example. Therefore, only a fraction of the project is displayed. This fraction is the digital RDM-assistant Jarves, which is developed within NFDI4Ing. While Jarves and NFDI4Ing both follow the waterfall-based approach on the 5.1.1 as proposed in figure 4, the generation and especially linking of artefacts has to be explained in greater detail. To illustrate this process, firstly the linkage of artefacts is displayed before the meaning of this linkage is set into context of findings. Lastly the view is broadened to the whole project of Jarves, depicting an exemplary structure of artefacts, findings and their connections.

Figure 22 shows the exemplary artefact structure of the research behind this paper. In this depiction, “Finding 1” is the conceptual model as it is up until this section. Artefacts can have multiple previous artefacts as input, independent of the time of their creation and independently from prior usage as input. Therefore, artefacts have a many to many relationship with their predecessors and successors.

4. https://jarves.nfdi4ing.de/
Finding 1

Finding 2

Figure 22: An example of artefact combination

On the Mid-level: work package, findings refer to (sub-)research questions. This is shown in figure 23. Optionally, a finding can result in a publication, e.g. the one you are reading now.

Figure 23: An example of finding combination

Furthermore, findings can be integrated further as the perspective is set on the complete project. For instance, this paper is part of the goals of NFDI4Ing’s Task Area Frank. There, Jarves, an assistant for RDM, is being developed, that eventually will integrate the final process model. An exemplary and simplified view on the project structure of Jarves is given in figure 24. There, the integration of artefacts to findings and findings to the whole research project is depicted. Furthermore, the results serve as a design level for the architecture of RDM maturity models in the NFDI4Ing Task Area ”quality assurance in RDM processes and metrics for FAIR data”.

RQ 1:
Can research data management be embedded as a guided process for engineering research projects?

RQ 2:
Is the process valid for practical application by researchers?
8.5 Glossary

**Analysed data**
Any data that is processed in any way that allows for new information to be derived from it. **Low-Level. Iterative.**

**Artefact**
The result of one iteration of the low-level. An artefact is planned, contextualised and validated research data in its smallest unit. It may be a primary data collection or the implementation of source code. It was generated by planning the artefact, generating the data and performing a check on its validity and, if valid, storing the generated data. **Low-Level. Iterative.**

**Completion**
The last of the three research project phases. Can only be started if the execution is finished. **Top-Level. Waterfall.**

**Content-wise execution**
All activities on the mid-level containing the generation of knowledge. **Mid-Level. Iterative.**

**Core research activities**
All activities on the low-level containing the generation of research core data. **Low-Level. Iterative.**

**Data/Research data**
“Research data includes measurement data, laboratory values, audiovisual information, texts, survey data, objects from collections or samples that are created, developed or analysed in the course of scientific work. Methodological test procedures such as questionnaires, software and simulations can also represent key results of scientific research and should therefore also be categorised as research data” [29]. **Low-Level. Iterative.**
| **Execution** | The second of the three research project phases. Can only be started if the project planning is finished. **Top-Level. Waterfall.** |
| **Finding** | The result of one iteration of the mid-level. It may be the result of one work package or the answer to one research question. It was generated by planning what should be found out, compiling one or several artefacts and deriving new knowledge from this process. **Mid-Level. Iterative.** |
| **Research data management (RDM)** | The handling of research data (collection, organization, storage, and documentation) during and after a research process. |
| **Project** | Unique activity with a defined outcome and predetermined resources in terms of costs and time [25]. |
| **Project-oriented research** | Research with a planned and defined outcome and predetermined resources in terms of costs and time (c.f. [25]). |
| **Project planning** | The first of the three research project phases. The research project starts with this phase. **Top-Level. Waterfall.** |
| **Raw data** | Any data recorded or created, but not yet analysed. Does not generate any new knowledge. **Low-Level. Iterative.** |
| **Research core data** | The research data collected in a research project, which generates or is used to generate new knowledge. **Low-Level. Iterative.** |
| **Research project** | **Project** to investigate a specific research question. |
| **Research project data** | The data used to describe the information about a research project without the creation of new knowledge. |
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