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Abstract.
Research Data Management (RDM) is essential to facilitate open, effective, and account-

able research. However, embedding RDM in researchers’ workflows is mainly hampered

by two aspects: lack of incentives for RDM adoption, and limited knowledge about tools

and services supporting RDM. We address this issue by implementing a standardized data

description model and describe how we applied effective RDM practices to our research ac-

tivity, Virtual Climatization. We demonstrate how implementing RDM actions can increase

efficiency and effectiveness in the long run. This article showcases the success of our mea-

sures, including open-access publications, software artifacts, and reusability of data and

services by other projects and researchers. We also highlight the importance of incentives,

tools, and knowledge management for widespread RDM adoption. This paper provides

insights into how effective RDM can enhance research continuity and depth, making it a

landmark study in the engineering domain.

1 Introduction and Motivation1

Research Data Management (RDM) is crucial to facilitate successful, transparent, and sustain-2

able research practices. The importance of widely shared (intermediate) research results is nowa-3

days often demanded by funding bodies [1]. These results include written publications but also4

datasets and open-source software artifacts. Such demands impose an increased overhead effort5

associated with data management processes and requirements [2]. Funding often does not com-6

pensate for this additional burden, making it difficult for researchers to justify investing their7

time and resources into RDM activities [3]. As a result, the benefits of proper data management8

practices are not always evident to researchers, leading to a reluctance to adopt them. Moreover,9
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establishing incentives by structural measures, such as rewarding researchers for their contribu-10

tions to good RDM, potentially take years to be fully realized [4], [5].11

These deficits necessitate the development of conceptual guidelines, such as the FAIR Guiding12

Principles [6], and implementation of technical solutions that support researchers and automate13

the RDM process [7].There are plenty of national and international initiatives [4], [8], [9], [10],14

[11], [12], [13] already working on guidelines and supportive tools. In recent years, these initia-15

tives have led to significant developments in this field, resulting in the emergence of various ap-16

proaches and frameworks providing structure and support for researchers in their project-related17

RDM activities [14], [15], [16]. However, using and integrating these approaches and frame-18

works into everyday scientific life is not trivial and is still associated with high effort. Thus, to19

pave the way for successful RDM shortly, it is imperative to lower the barriers and reduce the20

effort required for researchers to engage in effective data management [4], [5]21

Contribution. We recognize this need and aim to contribute to the advancement of RDM prac-22

tices by establishing a technical infrastructure capable of automating key data management steps23

across various research projects. In this article, we present the motivations, challenges, and our24

approach in advancing RDM through technical solutions and application of RDM. By provid-25

ing researchers with user-friendly tools and standardized data models, which can be readily26

applied in diverse research contexts, we seek to empower researchers to engage in efficient and27

effective RDM in practice. We will highlight the benefits of good RDM by presenting the re-28

search activity Virtual Climatization being a beacon for careful research data management and29

(internal) data reuse over several years by multiple researchers in individual research projects30

and dissertations. By realizing this technical infrastructure, we aim to bridge the gap between31

the current state of RDM and its desired future, where data management becomes an integral32

part of research workflows and yields tangible benefits for researchers and the wider scientific33

community.34

Article Structure. The remainder of this article invests this contribution in detail as follows:35

First, we underline the need for RDM by introducing the research activity Virtual Climatization.36

After that, the individual steps of the RWTH’s research data life-cycle (DLC) are tackled con-37

stituting the conceptual frame for all our RDM activities, see Figure 1. Each step of the DLC is38

discussed in a dedicated chapter, which is split into two sections. First, the phase-specific the-39

ory, state-of-the-art, and best practice suggestions are briefly reviewed. Second, our execution40

of the step-specific research actions for the presented research activity is explained. The paper41

is finalized by a discussion on the results in chapter 9 and a conclusion in chapter 10.42

2 Virtual Climatization – driven by RDM in engineering43

Virtual Climatization is a research activity in the realm of machine tools at WZL of RWTH44

Aachen University, where the need for RDM became apparent and which we introduce in this45

section. Machining workpieces on machine tools is an inherently energy-intensive process.46

To achieve ever-increasing tolerance requirements, thermal disturbances on machine tools and47

workpieces and resulting thermo-elastic deformations need to be addressed. Instead of cooling48
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Figure 1: The research data life-cycle (DLC) of the RWTH as defined by Politze [17]. Each of the
six steps covers distinctive and explicit actions to be undertaken in research data management to
achieve successful, transparent, and sustainable research.

whole shopfloor environments and machines, compensating the deviation induced by tempera-49

ture changes by controlled process adaption can potentially reduce the carbon footprint of ma-50

chining processes. Hence, the term ”Virtual Climatization” was coined to signify model-based51

error prediction over energy-intensive error prevention [18].52

To train, test, or validate such models, experimentally acquired datasets as described in Sec-53

tion 5.2 are a base requirement. Equipping a machine tool with additional sensors, using a laser54

tracker, and running a machine tool continuously for weeks is labor and hardware-intensive and,55

hence, expensive. Thus, such datasets cannot easily be reacquired and should be (re-)used as56

efficiently and effectively as possible.In the experimental setup involving multiple actors and57

sensors, managing specific data outputs with distinct units and uncertainties through individual58

APIs poses a challenge. Ensuring consistent data access and interpretation is complex, which59

can be mitigated by standardizing data formats for streamlined handling. Once the data is ac-60

cessed, the focus shifts to data transfer. Data should be made available directly for supervising61

experiments or other uses and should be stored persistently. To facilitate such experiments,62

the Sensor Interfacing Language (SOIL), a domain-specific language (DSL) for interoperable63

data models, has been developed to simplify integrating new sensors in a data infrastructure64

with automated, time series database storage [19], [20], [21]. The development, impact, and65

contribution of SOIL is explained in detail in the next chapters.66

3 DLC - Step 1: Planning67

Starting into the data life-cycle, the first step is the ”planning” phase. In this chapter, we consol-68

idate multiple solutions that support the creation of Data Management Plans (DMPs) and con-69

sider which tool, together with which questionnaire, is sufficient and well-suited for our research70

activity. Before deciding for Research Data Management Organizer (RDMO) as DMP tool, we71

give a recap on the project history and why DMPs have not always been a part of the research72
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activity. Because Virtual Climatization is funded by German Research Foundation (DFG), we73

decided for the DFG-based NFDI4Ing questionnaire in RDMO.74

3.1 Best practice75

For planning a research project or activity, the current state of the art is the usage of a Data76

Management Plan. DMPs are not only a requirement of funding organizations but a powerful77

source of information within and beyond research projects [22]. On top of supporting RDM,78

DMPs directly facilitate the execution of the research. By describing the goals and methods of79

data acquisition and analysis, DMPs offer a valuable resort to find needed information. A DMP80

also helps conclude research activities by giving an overview of the tasks performed [22].81

The contents of DMPs can vary harshly from one another [23], [24]. Typically, all DMPs contain82

administrative information like the project name, data originator, and funding program along83

with a project description [23], [25]. However, the core is the information about the research84

data. For example, the DMP should contain information on how the data is produced, what85

types and formats are used, and an estimation of the expected data volume [23], [25]. As the86

”ultimate goal of FAIR” [26], the reuse of data has to be taken into consideration. On the one87

hand, reuse of existing data should be planned, but on the other hand, the FAIRness of data88

[6] produced later has to be laid out. How, where, when, and what data will be archived and89

shared? What licenses will be applied? Who will be responsible for the long-term data? What90

legal aspects and costs have to be considered? [25]91

DMPs reveal maximum benefit if they are not treated as once and initially written and then fixed92

but rather as a living document, which shall be updated throughout the research activity [5], [27].93

However, this continuous curating of a DMP can be time-consuming and is often perceived as94

a hurdle and additional effort [27], [28]. Therefore, several tools are available supporting re-95

searchers in this task with automation mechanisms and predefined questionnaries, such as DM-96

Ponline [29], DMPTool [30], DS-Wizard [31], and DMP OPIDoR [32]. Among the available97

tools, the National Research Data Infrastructure for the Engineering Sciences (NFDI4Ing) sug-98

gests using the questionnaries of the Research Data Management Organizer (RDMO) for Data99

Management (DM) planning [33]. Moreover, the RDMO tool allows one to share the work and100

collaborate with researchers from different institutes and is therefore used in our research.101

3.2 Planning in practice102

The origin of the experiments on the use-case of Virtual Climatization dates back to around103

2015, when RDM was not in focus in engineering science as today, whereas it never was less104

important. Thus, planning of the research data management has been initially conducted less105

formalized and needed to be done without the support of proper tools, such as RDMO. To align106

the research onVirtual Climatizationwith state-of-the-art best-practice suggestions, the research107

data management planning has been done most recently using (newly) available tools. In doing108

so, the actions undertaken in the last years have been recapitulated, decisions and measures have109

been critically reflected, and the frame for future research activities has been set.110
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The success of the research activity Virtual Climatization can be significantly attributed to the111

implicit application of research data management principles. One example of this is the devel-112

opment of a standardized data description model. Retrospectively, choosing an existing model113

would have supported interoperability, but it failed due to the lack of appropriate models. Ini-114

tially, the development of the data model and infrastructure was driven by the need for standard115

formats and interfaces, which resulted in the usage of JSON for the structured data representa-116

tion. However, the description model has been newly developed and, thus, is now only partially117

compatible with widely used models, underlining the consideration of interoperability already118

in the planning phase. Nevertheless, the resulting Sensor Interfacing Language has become an119

influential contribution on its own due to its abstraction power and extensive reuse within the120

institute, such as by the Digital Twin Pipeline [34].121

The publication of source code and datasets was not explicitly foreseen from the beginning.122

Although the usage of open-source libraries for implementing software artifacts has always been123

one of the top premises, not all software implemented can be easily published now. One reason124

is joint work on some parts of the software with foreign researchers where concerns of copyright125

and licensing for publishing have not been properly targeted. As a result, this source code cannot126

be published. Incidents like these motivated us to carefully plan future research activities of127

Virtual Climatization and prevent such issues by creating a proper Data Management Plan.128

According to the best practices, we are using RDMO for the creation and maintenance of our129

DMP. As the DFG is funding the related projects of this paper, the NFDI4Ing template ques-130

tionnaire for the DMP was chosen. This template is a questionnaire corresponding to the DFG131

checklist for handling research data [35], [36], which in turn is based on the ”practical guide132

to the international alignment of research data management”, originating to 2019 [10]. The133

possibility to add different datasets and describe them individually is important in this research134

activity and engineering in general. This way, it can clearly distinguish between certain parts135

of the research activity and related data. The DMP of our research activity has been published.136

[37].137

4 DLC - Step 2: Production138

Research data production is inherently diverse and individual, and due to the high heterogeneity139

of acquired research data, it imposes standardization challenges. We established a standardized140

data description model based on a few best practice suggestions. We implemented a toolchain141

for automating data production, reducing effort in subsequent phases, like analysis and storage.142

4.1 Best Practice143

Among all the steps of the research data life-cycle, the production and analysis phases are the144

least bespoke in the literature, as these two phases are the most individual regarding the tasks145

conducted. The way production is implemented and executed is mainly shaped by the executed146

experiments and the involved tools and devices. As these implemented tools, devices, and meth-147

ods are highly heterogeneous, the experiments are very specific. Therefore, a generalized and148

standardized way of handling data production is hard to define. Nevertheless, there are general149
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suggestions for structuring the data production phase, which positively impact the outcome and150

the reusability of the acquired data.151

First, it is vital to target the demand for data description and collection of metadata as soon152

as possible [38]. This diminishes the effort for data harmonization and documentation in later153

life-cycle phases like analysis and archiving [39]. If the data is analyzed (or archived) after a154

long interval of weeks, months, or even years, even the researchers who originally acquired the155

data might have difficulties remembering all relevant details. This reduces the reusability of156

data significantly. Second, the curation of the data and metadata should already start in paral-157

lel to data production [39]. Third, standardizing data models at the very beginning allows for158

automating tasks in the later phases. For instance, if data is automatically transferred to a stan-159

dardized, interoperable model and format, this can directly be used for archiving and re-using160

the data. Analogously, data analysis algorithms can be implemented against the standard data161

model, so the data parser must only be implemented once in advance. Moreover, the standard-162

ized modeling allows for the implementation and usage of middleware to check data quality163

automatically.164

4.2 Production in practice165

Within the research activity Virtual Climatization, the tools and software were developed to re-166

duce the effort for the subsequent analysis, archiving, and reuse. Moreover, the additional effort167

for changing the experimental setup and replacing measuring equipment should be minimized.168

The success of this idea has been achieved by employing five fundamental rules and approaches169

aligned with the FAIR Guiding Principles [6]:170

1. Definition of a minimal, standardized meta-model for all measurement data and the inter-171

faces of the measurement devices: The SOIL as proposed by Bodenbenner et al. [20].172

2. Usage of open and established standards for data transmission, like MQTT and HTTP as173

protocol and JSON as data format.174

3. Reuse of open-source software tools and librarieswherever possible, such as RabbitMQ [40],175

InfluxDB [41] or Grafana [42].176

4. In case of self-developed software artifacts, minimizing the reuse effort for others by177

providing them as ready-to-use libraries [43], [44].178

5. For data and software code, open and interoperable file formats have been chosen.179

4.2.1 Standardized data representation via SOIL180

The development of the standardized data model started in 2018 [45] The SOIL has been devel-181

oped on top of this meta-model [20], [21]. SOIL provides a meta-model for describing the capa-182

bilities of measuring devices, which simultaneously specifies the data structure for measurement183

data and device-specific meta-information, such as configuration or calibration. SOIL enforces184

vital metadata such as the physical unit, data type, name, description, timestamp, and measure-185

ment uncertainty for all measurements sent via the measuring device interface, see Figure 2.186

The simple meta-model can also be mapped to other standards and models, which increases187
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interoperability. The integration of semantic definitions is currently being developed and will188

allow seamless integration with archiving tools (such as Coscine [46]) in the future.189

• ID

Element

• Value

• Uncertainty

• Timestamp

• Physical Unit

• Dimension, Range, Datatype

Measurement Parameter

• Value

• Dimension

• Range

• Datatype

• Physical Unit

• Arguments

• Returns

Function

• Name • Description

• Components

• Functions

• Measurements

• Parameters

Component

Figure 2: Simplified UML diagram of the meta-model of the SOIL showing the four types of
elements of the language and the attributes of each data element, which define the meta
information stored for each data point.

Using the SOIL, the definition of the data structure of a measuring device goes hand in hand with190

the development of the communication interface for that device. The generalized meta-model191

is used to define a device-specific model via a Web UI from which an implementation template192

is generated using model-based software development. Moreover, the database structure can193

be derived automatically from the model, reducing new devices’ integration time. The data194

structures for all measurement devices of the use-case Virtual Climatization have been specified195

using the SOIL. After that, all other parts of the pipeline work out of the box, as described in196

the next section.197

4.2.2 Light-weight data production pipelines198

Following the rules 2-4 presented above, we implemented a lightweight pipeline of open-source199

tools for acquiring, transmitting, and storing the measurement data of experiments. The pipeline200

currently consists of five components:201

• Measurement devices measuring, digitizing, and offering the data to consumer clients.202

Devices are equipped with a REST-API via an HTTP interface and an MQTT interface203

for publishing data.204

• RabbitMQ [40] for conveying the data from publisher to subscribers using the MQTT205

protocol. Data acquisition and consumption decoupling allows clients to perform addi-206

tional analysis or processing steps easily.207

• InfluxDB [41] is a time-series database for persistently storing the measurement data.208

• MQTT2Influx-Bridge [47] is a self-developed Python software deriving the database209

and table structure from incoming an MQTT message based on its topic and message210

body. The latter is standardized using the meta-model of the SOIL for all measurement211

data.212
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• Grafana [42] serves as Web-UI for low-barrier visualization of the data stored in the213

InfluxDB.214

Figure 3 illustrates the complete data infrastructure built upon these components. Available215

open-source tools have been used for transmission, storage, and visualization. Different li-216

braries and software packages have been developed and published to seamlessly integrate the217

SOIL-conformed data models. Various libraries have been implemented in C++ and Python218

to distribute the measurements, which are used to wrap the manufacturer-specific APIs for the219

laser tracker, the machine tool, and the temperature sensors, and transform the proprietary data220

models into SOIL-compliant ones. The libraries include fully implemented HTTP and MQTT221

interfaces. Hence, researchers only need to deal with internal device logic. Modularization222

is used, so components like the MQTT-Publisher can be replaced with a different library or223

protocol for Publish/Subscribe without touching other components like the HTTP Server.224

S O

I L

S O

I L

MQTT Broker

MQTT2Influx Bridge

Timeseries 

Database

Web-based

Dashboards

Persistent

Storage
S O

I L
SOIL-based interface

S O

I L

Figure 3: Infrastructure for automated data collection, analysis, storage, and access developed
and used in the research activity Virtual Climatization. Based on this infrastructure, the thermal
machine tool error dataset (see Section 5.2) is collected with the three devices depicted in the left
part of the figure. The colors indicate the role of the individual components according to steps of
the research data life-cycle, see Figure 1. An automated data upload to Coscine is planned.

To automatically configure the ingestion process of the acquired data into the InfluxDB, a small225

middleware calledMQTT2Influx-Bridge, further only called bridge, has been implemented [47].226

The bridge subscribes to configured MQTT-topics of the measuring devices and automatically227

transforms SOIL-compliant messages into a representation that can be stored in an InfluxDB228

database. The database and table structures are derived from the metadata contained in the mes-229

sage and MQTT-topic of the message. As a positive side effect, the data is inherently checked230

for completeness and conformity with the meta-model so that only well-documented data is231

persisted.232

Whereas the software of the measuring devices is executed on edge devices, the MQTT broker,233

MQTT2Influx-Bridge, and UI are hosted on virtual machines as containerized services, which234

expose the tools publicly within the network of the RWTH. According to the best practice for235
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research software management, the deployment has been automated using the CI/CD function-236

ality of GitLab and GitLab-Runners. This enables rapid deployment in similar environments237

and easy re-deployment in case the configurations are updated.238

5 DLC - Step 3: Analysis239

To make full use of information gathered in the production stage, data is analyzed for patterns,240

trends, relationships, or possible conclusions in the third step of the research data life-cycle.241

Analogously with data production, this step is highly individual, so widely applicable best prac-242

tices explicitly addressing analysis are sparse. Following the general principles of good scien-243

tific practice, our data analysis and process of gaining scientific knowledge have been docu-244

mented to be as reproducible and verifiable as possible.245

5.1 Best Practice246

The analysis produces new (aggregated) data, so the two steps production and analysis are highly247

coupled and can not always be separated. Thus, most best practice suggestions for production248

also address analysis.249

While there are numerous ways to analyze data using various tools, key requirements include250

that analysis steps should be reproducible and verifiable [4]. With new incoming data, analyses251

can easily expand and be verified. All steps used in the analysis process are comprehensible252

and stored for future reference. Interim results and algorithms used during the analysis process253

are also important to store for transparency. While not applicable for all analyses, the FACT254

principles (Fairness, Accuracy, Confidentiality, and Transparency) are an additional guideline255

[48], [49].256

The data analysis is always executed with the subject to formulate or answer research ques-257

tions, which differ at least slightly and imply the execution of different analysis methods. Thus,258

best practices for the analysis step are typically context and domain-specific. Schmitt et al. [4]259

identified seven different archetypes of researchers with respective research methods for the en-260

gineering domain. Nevertheless, general best practices and guidelines for responsible research,261

like comprehensive and extensive documentation, usage of open and interoperable data formats,262

etc., also apply to all activities in the analysis phase.263

5.2 Analysis in practice264

Within the research activity Virtual Climatization, all analysis steps are carried out on the data265

stored in an InfluxDB (see Sections 4 and 3). An exemplary dataset contains experimental266

data used to derive a thermal machine tool error model. It includes data sources that capture267

relevant information about the machine tool’s thermal behavior and its corresponding error (see268

Figure 4). The dataset has been acquired by moving a machine tool with several fixed paths a269

hundred times for each run [50]. By storing the measurement data in the SOIL-compliant data270

format, cf. Section 4.2.1, in the database and the nominal values as GCode we use domain-271

specific interoperable standards. In detail, the dataset contains the following three main types272

of data points (see Figure 4):273
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Machine Tool Position The axes positions (X,Y,Z) are output in real-time. The GCode defines274

the nominal machine trajectory and contains 924 standstill points.275

Laser Tracker Laser trackers and Spherically Mounted Retroreflectors (SMRs) are precise276

measurement tools used to track the actual position of machine tools. By attaching an277

SMR to the machine tool’s Tool Centre Point (TCP) and using a laser tracker, a highly278

accurate measurement of the actual stand still position of the machine tool is obtained.279

This information provides ground truth data for training of the model and validation of280

the model’s predictions. The laser tracker measurements in the TCP serve as a reference281

for quantifying the thermal errors present in the machine tool.282

Temperature Data Temperature sensors placed strategically within the machine tool provide283

real-time temperature measurements at different locations, e.g., of the machine bed, all284

axes, and the machine’s frame.285

Thermal Error

time: Timestamp

volumetric_error: Coordinate

nominal_position: MachinePosition

actual_position: Laser Tracker Position

temperatures: Temperature []

Laser Tracker Position

time: Timestamp

actual_position: Coordinate

std: StandardDeviation

Coordinate

x: float

y: float

z: float

Temperature

time: Timestamp

sensor_address: MAC

temperature: float

GCode

line: int

nominal: Coordinate

1

Standard Deviation

x: float

y: float

z: float

1

*

MAC

MAC: str

1

1

Machine Position

time: Timestamp

actual_position: Coordinate

std: StandardDeviation

Use

1

1

Timestamp

t: RFC3339

1

1

1 1

1

1

Figure 4: Virtual Climatization dataset details represented as UML [51]. Core inputs for the
analysis obtained in the experiments are the nominal Machine Position, the measured Laser
Tracker Position, and the Temperature data. The result of the data analysis is the Thermal Error of
the investigated machine tool.

Figure 5 shows the respective analysis steps. For all steps, intermediary results are stored (tem-286

porarily). First, in machine position data and laser tracker data, the standstill points need to be287

found, and the standstill points need to be matched to nominal points. Because the measure-288

ments of the laser tracker are initially in the local coordinate system of the tracker, the laser289

tracker points must be transformed to machine coordinate systems using a rigid fit algorithm290

[52], [53]. Temperature data is not necessarily recorded in the same interval and at the same291

point in time. Hence, temperature data for all sensors is interpolated for each position. All runs292

of the GCode are separated and numbered. The first run and the respective mean temperatures293

at all sensors are references. Thus, the overall volumetric error at the reference state can be294
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separated into a static part and a transient part (depending on the temperature difference relative295

to the reference state). [50]296

    Data preparation (c)

Standstill recognition Standstill recognition

Point matching | Coordinate system alignment

Time synchronization |
Temperature interpolation

"Static" state definition |
Separating static error and transient errors

    Data base (b)

Database
lasertracker

Actual position
data

Database
machine

Nominal
(machine)

position data

Database
temperature

Temperature
data

    Sensors (a)

Laser
tracker Machine

T.
 Sensors

    Output data sets (d)

True 
volumetric

error

(Transient)
Position &

temperature
data

Static 
volumetric

error

Figure 5: Data set analysis steps for a Virtual Climatization dataset summarized [51]. (a)
Recorded and stored raw data (b) is combined and analyzed (c) using machine learning models to
finally yield the thermal error at machine position and temperature state (d). Instead of training and
developing machine learning models, existing models and methods can be validated with this
pipeline.

For implementation of these individual analysis steps we reused open-source libraries for data297

handling and machine learning tasks. Widely applied open-source libraries supported by a large298

community increase the reusability, reliability, and efficiency of the implemented software ar-299

tifacts, as they are usually well-documented, optimized, and tested. The raw dataset is saved300

from the database to RWTH’s GitLab instance using Git LFS. Analyses are conducted in Python301

using Luigi [54] as a pipeline tool and the pipeline source code is stored in a repository. Inter-302

mediate results are stored locally on the machine running the pipeline. The resulting dataset is303

again saved to a GitLab repository using LFS and then manually transferred to Coscine. In the304

future, data should be stored in Coscine [55] directly instead.305
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6 DLC - Step 4: Storage306

After and alongside with the production and analysis of the data, the next step addresses the307

storage of the acquired and generated data, including metadata enrichment. In this research308

activity, the archiving aspect has been tackled later in time. Beforehand, data storagewas limited309

to daily backups and manual saving of data to institutional servers. As a result, the focus of this310

chapter lies in the archiving aspect of storage and long-term availability of data and software311

and its alignment with the scientific best practice.312

6.1 Best Practice313

The archiving of collected and analyzed data is crucial to make the data FAIR for the long term.314

Therefore, archiving coversmultiple aspects of research datamanagement: the resilience to tech-315

nical failures of storage systems, the persistent and long-term storage of the data, and preparation316

for data access and reuse. To deal with possible failure of components, e.g. a PC malfunction317

or similar incidents, sufficient backup needs to be applied to the data and source code.318

Additionally, data needs to be archived in a way that makes it available and reusable. Otherwise,319

the archived data would only generate costs, not benefits. To achieve this, the aforementioned320

collection of metadata and links to it are required as required by the FAIR Guiding Principles.321

This should take place ideally during the production and analysis phases already [56]. However,322

this practice is not always integrated into researchers’ everyday work, eventually causing the323

loss of important and valuable metadata [46]. The result of the metadata description should be324

that all collaborating researchers can find and reuse data within the research project or activity.325

Archiving is not only key for long-term availability and reusability but is also often mandated by326

funding organizations and universities. In the Code of Conduct of the Guidelines for Safeguard-327

ing Good Research Practice archiving of data is specified, expanding this demand. It states328

that research data shall be archived ”for a period of ten years at the institution where the data329

were produced or in cross-location repositories” [57]. However, there are diverging recommen-330

dations. While some state that a period of five to ten years is sufficient [58], others claim that331

datasets have been reused which date back ten to fifty years [59].332

Using an institutional repository for data storage depends on the specific research project, as333

institutions have their own or external archiving solutions. Notably, 65.2% of repositories on334

re3data are discipline-specific, while only 24.5% are institutional [60]. Institutional repositories335

must ensure data and metadata storage for ten years. Alternatively, using a broader repository336

can reach a wider audience than local ones. Currently, there are no domain-specific reposito-337

ries for mechanical engineering or production technology in search engines like FAIRsharing or338

re3data. FAIRsharing lists six repositories for mechanical engineering and one for production339

engineering [61], [62], none being domain-specific but rather general ”catch-all” repositories.340

re3data lists six acoustics-related repositories [63]. Thus, a generic repository would be neces-341

sary for engineering data (cf. Section 7).342

As a conclusion to the best practice, the key elements of best practice archiving are a minimum343

storage time of the research data for ten years in a FAIR way explicitly including the usage of344

open and standardized data formats. The data does not need to be publicly accessible by default,345
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but researchers should be able to find out that there is existing data, enabling possible reusers346

to request access. The repository in which the data is stored can be either a repository located347

at their university or an external one.348

6.2 Storage in practice349

During the active research phases - production and analysis - of the activityVirtual Climatization350

we store the measurement data in an InfluxDB time-series database, hosted at a server of the351

institute, cf. Section 4.2. The stored data is easily accessible, browsable, and retrievable for352

researchers at our institute via a Web UI. The server is registered in the backup systems of353

RWTH, such that the data is stored in the backup system once per day. The source code was354

stored in the RWTH’s GitLab repository, which in itself is already backed up.355

According to the best practice suggestions of the DFG [36] and the RWTH [64], our data need356

to be archived for a minimum of ten years in a repository located at our university or another357

fitting repository, cf. Section 6.1. We used a hybrid approach, which addresses the two aspects,358

long-term persistence, and accessibility, independently from one another. First, in this section,359

the on-premise solution of the RWTH is portrayed to achieve long-term persistence. Later, in360

Section 7.2 we will address a more widespread approach, following open access standards.361

We archived our data of the research activity Virtual Climatizationwith Coscine, the on-premise362

archiving toll of RWTH. Coscine implements a storage and archiving solution by closely fol-363

lowing the FAIR principles [6], [46]. The stored data must must be enriched with metadata,364

which can be customized using the Metadata Profile Service, formerly called Application Pro-365

file Generator [65]. The tool aims to integrate FAIR handling of research data into researchers’366

daily routines. The creation of application profiles has been partially determined in the planning367

and has been supplemented by additional metadata schemas for specific datasets. For example,368

our code on GitLab is equipped with metadata via the ”Radar” application profile [66]. Coscine369

offers a broad application programming interface (API) that have been used for (automatic) data370

and metadata uploads, reducing effort and enhancing usability. The data is automatically linked371

to the attached data with partial enforcement of metadata usage. Thus, our metadata is search-372

able resulting in easy findability. Due to Coscine and the settings we chose our research data373

is publicly findable. However, due to the restrictions of Coscine is not openly accessible. This374

drawback will hence be addressed in the following chapter 7.375

7 DLC - Step 5: Access376

While Archiving of data and software is an essential key to long-term availability, it does not nec-377

essarily include a broad distribution of the archived files. The possible usage and accessibility378

are therefore determined in the ”Access” phase of the data life-cycle. Within our interpretation379

of the last step ”Re-Use”, the licensing of published data is also included in the ”Access” phase.380

7.1 Best Practice381

The last step of the data life-cycle, which can be actively sculpted by the authors and data382

owners, is the access step. By definition of the Budapest Open Access Declaration in 2002,383
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”open access” is literature that is freely and publicly available on the internet and has only very384

limited restrictions regarding re-use. The underlying idea is that open access removes barriers385

to literature and accelerates research, as well as fosters education across the whole society. [67]386

While the concept of open access is not new, the general attitude towards it has shifted. Begin-387

ning with the Budapest Open Access Declaration [67], open access spread, affecting research.388

While it was critically reviewed, whether it could fulfill the demands of scientific publication389

standards [68], it is now a globally accepted standard and best practice, fostered and driven by390

initiatives and funding organizations. [69] For instance, the German Federal Ministry of Educa-391

tion and Research (BMBF) has proclaimed the following statement, ”Open access is to become392

the standard for scientific publishing in Germany. The idea of open access to scientific publi-393

cations was developed by the scientific community and is recognized there” [70]. In addition394

to that, the RDM guidelines of RWTH state, that the data must always stay freely available for395

scientific re-use, even if publication and usage rights might be transferred to third parties [64].396

The current best practice for licensing published data is CC-BY 4.0. This results from the open397

access policy of Creative Commons (CC), which aims to be ”free, simple, and standardized [in a]398

way to grant copyright permissions for creative and academic works; ensure proper attribution;399

and allow others to copy, distribute, and make use of those works” [71]. However, this license400

it is not recommended for software [72], but other different kinds of dedicated software licenses401

exist. The more open standard are a reciprocal license (often referred to as ”copyleft”), which402

highly influences the remaining copyright of the creator. The alternative to reciprocal licenses403

is permissive licenses, such as the MIT license [73]. Not only do these ensure more rights404

for creators of the software, but permissive licenses also offer higher compatibility with other405

licenses and better interoperability of the licensed software. [74]406

7.2 Access in practice407

Following these best practice guidelines, two aspects must be covered to guarantee access to all408

artifacts of the research activity Virtual Climatization: First, an appropriate repository must be409

chosen that supports open access. Second, all published artifacts must be properly licensed to410

allow for re-use in the next phase of the research data life-cycle.411

The RWTH suggests to use the RWTH Publications Service of the University Library [75],412

[76], which allows for open access and to connect a Coscine project archiving the research413

data to the record on RWTH publications, cf. 6.2. This connection between the two records414

further enhances the research data’s findability [77]. RWTH’s Open-Access-Policy follows415

best practices in research data management. Therefore, we are following the gold standard of416

open access in this research activity, while also using the infrastructure provided by the RWTH417

as far as possible. This implies this paper will also be added to RWTHPublications, allowing for418

findability and making it openly accessible. In addition, the previously mentioned connection419

of the RWTH Publications record to the Coscine project will be registered. However, using420

Coscine the open accessibility is partially limited (cf. Section 9).421

Thus, using RWTH Publications for giving access to the publication and using Coscine for422

giving access to the data, we achieved open access for the publication but not for the data.423

For an immediate solution, we uploaded the data to a different repository, which follows the424
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standards of open access. As there is currently no suitable discipline-specific repository for425

mechanical engineering or production technology [61], [62], [63], we published our data via426

Zenodo. Zenodo allows for open access along with good findability due to the usage of Digital427

Object Identifiers (DOIs). However, because Zenodo is restricted to one license per record,428

we store the source code and the data in two different records to choose individual appropriate429

licenses for both. This also allows for updates on the software without triggering a new version430

for the related data.431

We support widespread open access using a CC-BY 4.0 license for the acquired data. For the432

software, we use the MIT License, which is easily applicable and understandable [73]. This433

license has a much shorter legal text than for example the GNU General Public License v3.0434

or later [78], [79]. As a result, it comes with fewer restrictions while allowing for almost unre-435

stricted reuse of the licensed software. Additionally, it does not exclude the change to a different436

license at a later point [80]. Following the recommendations of [73] and [80], we consider the437

MIT license to be the best practice for all software of the research activity Virtual Climatization.438

Our resulting access solution follows the structure as shown in Figure 6. We consider this439

procedure as best practice to fulfill the requirements and demands of the DFG and the RWTH440

and, most importantly, to ensure the FAIRness of the data and software. While we might be441

overshooting the target with this approach, it safeguards good scientific practice and facilitates442

the reuse of our research results in the last phase of the research data life-cycle.443

PyPi (OA)

• Python MQTT-Library as „wzl-mqtt“

• Python Unified Device Interface as „wzl-udi“Linked to

Uploaded to

(OA) = Open Access

• Our data management plan (DMP)

RDMO

• This article with original raw files

• An exemplary data set

• Our DMP as XML export

• MQTT2Influx-Bridge

• Python MQTT-Library

• Description and Manual of the SensOr Interfacing Language 

Coscine

• Python MQTT-Library

• MQTT2Influx-Bridge

• Python Unified Device Interface

Public GitLab (OA)

• Python MQTT-Library

• MQTT2Influx-Bridge

• Python Unified Device Interface

Private GitLab

RWTH Publications (OA)

• This article

• This article

• An exemplary data set

• Our DMP as XML export

• MQTT2Influx-Bridge

• Python MQTT-Library

• Description and Manual of the SensOr Interfacing Language

Zenodo (OA)

Research data life-cycle

Planning Production Analysis Storage Access Re-Use

Figure 6: Visualisation of the complete archiving and access structure showing which artifact is
stored and published via which platform. As shown at the bottom, the coloring of the different
platforms picks up the coloring of the research life-cycle, cf. Figure 1, and indicates which platform
is primarily used in which phase. The arrows indicate the links between the different platforms.
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8 DLC - Step 6: Re-Use444

Two perspectives must be distinguished in step six of the DLC. First, the perspective of the445

data creator and publisher who aims to enable reuse which mainly results from sticking to best446

practice suggestions in the previous phases of RDM. The second perspective covers the actual447

reuse and concerns the code of conduct when reusing foreign (or own) research data. Moreover,448

the reuse of research data has two forms, internal reuse, by the original researchers or within449

the institute, and external reuse by third parties and foreign researchers outside of the institute.450

While Section 8.1, Best Practice, focuses on the second perspective, reusing research data, Sec-451

tion 8.2, Reuse in practice, discusses the benefits of internal reuse and summarises the RDM452

achievements of Virtual Climatization.453

8.1 Best Practice454

The reuse of data and source code is the key target of all aforementioned steps. Without the455

reuse of at least parts of the data and source code generated in the research activity, all RDM456

efforts are to some extent pointless. Therefore we would like to encourage anyone to reuse our457

data and software. This will require a cultural change. The ”Not Invented Here”-Syndrome [81]458

might still cause researchers - or supervisors - to acknowledge research data originating from459

anywhere else than their institute or project. This attitude is about to vanish but persists within460

many. A cultural change towards data reuse is imminent and is ongoing for every researcher.461

To facilitate the reuse of data and allow everyone to easily and without risk use our data, we462

empathized on open access as best practice for access in chapter 7. In this section, we will463

therefore explain how to reuse our data and source code in your project.464

As the data is licensed under a CC-BY 4.0 license [82], [83], the reuse of data can be realized465

almost without restrictions. Anyone is allowed to copy, redistribute, transform, and extend the466

data. There are only two conditions to this:467

1. Attribution:468

You have to give credit to us with indication, if changes have been applied to the data or469

not as well as a license notice of the data.470

Do: Cite the Zenodo repositories of the data you are reusing via their DOI. Licenses are471

included there.472

Don’t: Present the data as your own.473

474

2. Do not apply additional restrictions:475

You may not try to limit the accessibility to the original data.476

Do: Use the data as you like and publish your results under any license you like, but give477

credit to the original dataset as mentioned in 1.478

Don’t: Try to restrict data accessibility by not providing the link to the CC-BY 4.0 li-479

censed dataset. (Would also violate the first condition.)480

To reuse our source code, the reuser has to take into consideration the MIT license, which is481

even less restrictive than the CC-BY 4.0 license. [78] Everyone can ”use, copy, modify, merge,482

publish, distribute, sublicense, and/or sell copies of the” [78] source code. The only condition483
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is to include the license notice in your code if you reuse ours. While it is not obligated to do so,484

we highly suggest also citing the Zenodo repository of our source code via its DOI.485

8.2 Re-Use in practice486

To facilitate internal reuse, the developed software artifacts are managed via GitLab instance487

of the RWTH. We created a group in Gitlab and all colleagues of the department are mem-488

bers of this group. Based on this centralized and cooperatively used software management and489

versioning system, it is ensured that all colleagues can easily access and reuse the developed490

software. Furthermore, software with high reuse potential has been published open-source and491

licensed under the terms and conditions of the MIT License. To reduce the reusability effort492

our Python source code is packed as a library and published to PyPI making the libraries very493

easy to install[43], [44]. Within the department, the MQTT library is reused extensively, as it494

provides a simple and minimal interface. The solution is tailored to our infrastructure so that495

the configuration effort to connect to our MQTT broker is low. Accompanied by comprehen-496

sive documentation and sample scripts demonstrating the usage of the library, the source code497

is used by most colleagues in the department for their measurements and experiments.498

Moreover, the meta-model of the SOIL has been adapted by colleagues for their research. One499

example is the Digital Twin Pipeline for definition and generation of communication interfaces500

for flexible assembly systems [34].501

The developed tool stack, presented in Section 4.2.2 and Figure 3, has been used for all experi-502

ments related to the research activity Virtual Climatization in the last few years. The measure-503

ment data produced, analyzed, and stored using the tool stack form the basis of one successfully504

finished [50] and two ongoing doctoral theses. Moreover, the establishment of the tool stack,505

in particular, the standardization of the (meta) data models and communication interfaces is the506

subject of two other doctoral theses of which one is already finished [84]. This underlines that507

RDM and in particular reuse of prior results is the foundation for successful and responsible508

research.509

9 Discussion510

To reconsider all RDM steps and their results as well as shortcomings, this chapter is divided into511

three parts. First, we describe our successes and the benefits generated with our RDM and how512

we strived to make our data and source code reusable. Secondly, we cut down our achievements513

by listing the caveats and problems we see in our RDM. Lastly, we discuss the RDM beyond514

our project, where future improvements of tools could help researchers to implement RDM in515

their work.516
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9.1 Review of our achievements based on RDM517

The implementation of RDM has significantly advanced our research on Virtual Climatization518

by standardizing data descriptions through the meta-model of SOIL, facilitating the use of com-519

mon algorithms and enabling quick creation of interoperable measurement interfaces. This stan-520

dardization enhances archiving capabilities with tools like Coscine, allowing for effective cross-521

checks across experiments. By managing software artifacts in RWTH’s GitLab and publishing522

open-source code, we have promoted accessibility and collaboration among colleagues. While523

our RDM practices have resulted in well-documented and reusable data and software, we rec-524

ognize areas for improvement, such as better integration with existing ontologies to enhance525

interoperability. Additionally, early adoption of RDMO and Coscine could have streamlined526

archiving efforts, highlighting the need for dedicated data stewardship to manage datasets effec-527

tively after authors leave the institute.528

9.2 Remarks on current best practices and used tools529

To access this paper’s full potential, we would like to not only take a look at our work and how it530

could have been improved but would also like to take this opportunity to reflect on the external531

factors, which influenced the research data management in this research activity532

The RWTH data life-cycle [17] has been useful for structuring research data management but533

should not be viewed as a strict roadmap for an entire research project. It focuses primarily on534

handling data at various stages— planning, creation, analysis, storage, publication, and reuse—535

rather than guiding an entire project from start to finish. Continuous access and storage options536

like Coscine should be utilized throughout the project life-cycle for backup and collaborative537

purposes.538

The current RDMO questionnaire of NFDI4Ing [24], [35] based on the DFG checklist [36] is539

seen as counterintuitive due to its structure, which mixes overarching project-related questions540

with dataset-specific ones. A restructuring could separate these categories to improve usabil-541

ity and readability by addressing overarching questions first before diving into dataset-specific542

details. This feedback stems from applying the questionnaire in complex projects like Virtual543

Climatization, with discussions initiated to enhance service usability without altering core ques-544

tions aligned with DFG’s checklist requirements.545

Currently, while metadata about projects is publicly findable in Coscine, accessing actual files546

requires an additional request process. Enabling open access to files directly through Coscine547

would significantly improve its utility for researchers by streamlining accessibility and enhanc-548

ing collaborative capabilities throughout the research process. A possible workaround could be549

the establishment of a data steward position for each institute as a long-term employment. The550

data steward owns all the research data acquired in all research activities within the institute.551

This data steward would be of great benefit for institutes which are not going to be discussed552

here.553
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10 Conclusion554

Successful, transparent, and comprehensible research requires responsible Research Data Man-555

agement (RDM), as RDM is one of the foundations of good research, facilitating the sharing556

of reusable and interpretable research data beyond textual publications. Whereas the need for557

purposeful RDM is obvious and widely expressed, the realization is oftentimes lacking due to558

missing incentives, services, and tools that foster or support RDM in practice. To overcome559

these shortcomings and illustrate the benefits of implemented RDM, we described the research560

activity Virtual Climatization and the important role of RDM for its successful accomplishment.561

We explained and discussed RDM founded on the research data life-cycle, the current best prac-562

tices for the individual phases of the life-cycle the implementation of the phases in practice.563

Research data management planning addressed all relevant points in the context of this activ-564

ity. In the production and analysis phase, a central building block of Virtual Climatization is565

a standardized data description based on the SOIL developed at the institute. Based on these566

interoperable data models the integration of new equipment, and (re-)configuration of experi-567

ments and setups require much less effort as data acquisition and storage is widely automated.568

Moreover, the long-term availability of data and source code generated has been considered.569

The archiving as well as access have been structured in a manner that ensures availability for a570

minimum of ten years from now on along with complete open access and findability. Lastly, a571

strong focus was set on the reusability of the data and source code.572

The strategies applied and the activity undertaken by RDM had and still have a large impact on573

the successful research at our institute. The data description model of the SOIL has also been574

adopted by colleagues and in other research projects, which underlines its usefulness and the575

positive impact of providing adequate services and tools for RDM. Nevertheless, some deci-576

sions we made years ago (before the wide-spreading of formalized RDM), turned out not being577

always fully aligned with guidelines and best practices published most recently. We started to578

adapt these and described how we are aiming to continue our work in the future. Among others,579

these cover alignment of the meta-model of the SOIL with other state-of-the-art data models580

and the integration of semantic modeling techniques.581

Consequently, we aim to apply RDM and all its steps for current and future projects from the582

very beginning. Doing so, we strive to provide FAIR research data of all our activities, which583

ultimately leads to FAIR researchmaximizing its impact. As a step towards this aim, we plan to584

integrate the connection to Coscine into our data acquisition and processing pipelines to seam-585

lessly integrate archiving into research workflows. Furthermore, lifting our data structures to586

fully semantic data models will contribute to the FAIRness of our research data. Moreover, we587

plan to conduct empirical studies on the effectiveness and applicability of our approaches.588

We also used several tools and services for RDM, such as RDMO, Coscine, Zenodo, or RWTH589

Publications. While doing so, we have also considered the usability of the tools and services.590

Along with the benefits of the used tools, we also discussed potential improvements to these591

services as well as overarching issues, which could be addressed in the future to enhance RDM.592

Most importantly, the usability of the services has to be improved and current stand-alone solu-593

tions for specific RDM problems have to be connected to a network of solutions that share data594

ing.grid, 2025 19



RESEARCH ARTICLE

amongst them. This will improve the applicability of RDM due to amortization, reducing effort595

and increasing productivity. In addition, future research and development should include the596

integration of individual tools into an interconnected toolchain. This would reduce the burden597

on researchers, who currently have to provide a lot of information redundantly and individually598

for different tools. The development of interoperable interfaces and APIs for automatic data599

exchange between different tools such as RDMO, Coscine, RWTH Publications, and Zenodo600

would be useful.601

As a final thought, we would like to empathize the reuse of data. Everyone has to be part of this602

cultural change. The reuse of our data and source code is the main goal, overarching motivation,603

and reason for this paper.604
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